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Abstract

A company’s financial documents use tables along
with text to organize the data containing key per-
formance indicators (KPIs) (such as profit and loss)
and a financial quantity linked to them. The KPI’s
linked quantity in a table might not be equal to the
similarly described KPI’s quantity in a text. Audi-
tors take substantial time to manually audit these
financial mistakes and this process is called consis-
tency checking. As compared to existing work, this
paper attempts to automate this task with the help
of transformer-based models. Furthermore, for con-
sistency checking it is essential for the table’s KPIs
embeddings to encode the semantic knowledge of
the KPIs and the structural knowledge of the ta-
ble. Therefore, this paper proposes a pipeline that
uses a tabular model to get the table’s KPIs em-
beddings. The pipeline takes input table and text
KPIs, generates their embeddings, and then checks
whether these KPIs are identical. The pipeline is
evaluated on the financial documents in the Ger-
man language and a comparative analysis of the cell
embeddings’ quality from the three tabular mod-
els is also presented. From the evaluation results,
the experiment that used the English-translated
text and table KPIs and Tabbie1 model to gener-
ate table KPIs’ embeddings achieved an accuracy
of 72.81% on the consistency checking task, outper-
forming the benchmark, and other tabular models.

1TABBIE: Pretrained Representations of Tabular Data
by Iida et al.

1 Introduction

Various documents such as web pages, spread-
sheets, and PDFs use tables to represent the data
in a compact format. Because of this wide usage of
tables, several models specifically tailored to pro-
cessing them have been developed. These mod-
els are mostly trained using tables and are used
for tabular applications such as table augmenta-
tion and table search. Similar to BERT [9], most of
the state-of-the-art (SOTA) models developed for
tabular data are based on the transformer architec-
ture [26] and they are pre-trained only on tables (or
the combination of table and text data). Some of
these models are Tuta [27], Turl [6], TaBERT [29],
TaPas [16], and Tabbie [19]. These SOTA models
have improved results in several table processing
tasks such as table type classification, column type
identification and table augmentation [10].

Tables are widely used in financial documents to
structure the facts and figures and to manage im-
portant financial indicators in a compact format.
Most corporations are legally bound to create and
publish financial documents to give stakeholders
and investors a more accurate picture of the com-
pany’s situation. These financial documents usu-
ally contain complete annual financial reports, cash
flow statements, business plans, IPO prospectus,
or an income statement. The information in these
documents is arranged in the form of free-form text
and tables.

Audit firms do consistency checking on these
financial documents by manually going over the
whole document. As part of this, they check their
validity by comparing whether the figures (mostly
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numerical) of some entity in a text are the same
as those figures presented by a similar entity in a
corresponding table. In Figure 1, an example of a
table from a financial document is given. For the
task of consistency checking first, the entities in
the table are matched with similar entities in the
text, and then corresponding figures are checked
for consistency. The task of consistency checking is
difficult and time-consuming because the entities in
the table and text can differ either syntactically or
semantically. Figure 2 shows an example, in which
the entities “profit of sales department” and “Sales
profit” are semantically same but they are syntacti-
cally different. For consistency checking, first, they
should be matched while considering the year, then
the figures associated with these entities is checked
for consistency.

2017 2016

Revenue $ 378,788 $ 268,657

Purchases $ 102,015 $ 100,001

Operating Income $ 99,612 $ 80,552

Net Income $ 500, 652 $ 420,654

Figures for consistency check

Entities

Figure 1: Example of a table from a financial doc-
ument. Entities are marked in red and numerical
figures are in a blue circle.

Entities Current Year Previous Year

Sales Profit $100 $110

Marketing Budget $20 $15

1) Entities to match

2) Figures for 
consistency check

The profit of sales department for current year 
is $100 and of previous year was $110

Figure 2: Example of a text and a corresponding
table with marked entities and figures. Entities
are marked by a red box and numerical figures are
marked by a blue box.

The consistency checking task for one company
takes approximately 3 months2. Automating this
task will save valuable manual labor of financial
auditors as they will only have to validate those in-
stances where the values don’t match. This paper
contributes one step in automating the consistency

2https://holtzmanpartners.com/2021/04/21/how-to-
prepare-for-an-audit-your-ultimate-guide/

checking task by decomposing it into three com-
ponents. The first and second step is to obtain
the KPIs’ embeddings from the text and the cor-
responding table within the same document. The
last step is to match the identified table and text
embeddings and then the figures associated with
them can be validated. This paper mainly focuses
on the methods for extracting table cell embed-
dings and the quality of the cell embeddings is
checked by their performance on the consistency
checking task. For embeddings of the text KPIs,
a BERT model trained on German language data
(i.e. bert-base-german-dbmdz-cased3 or bert-base-
multilingual-cased4) is used and for consistency
checking, support vector machine is used as a bi-
nary classifier.

The rest of the paper is structured as follows:
Section 2 defines previous work related to the topic.
Thereafter, Section 3 introduces the consistency
checking pipeline, the data generation process, the
models, and the process of getting embeddings from
inferring the models. Section 4 provides details and
results about different experiments and finally, Sec-
tion 5 summarizes all the results and gives the con-
cluding remarks.

2 Related Work

To the best of our knowledge. contemporary work
regarding the automatization of checking or pro-
cessing financial documents includes a pipeline pro-
posed by Zisman and Athanasopoulou [33] to cor-
rect inconsistencies in similar instances of the finan-
cial document in standard Extensible Markup Lan-
guage. They are generated by multiple actors that
are involved in the same transaction. D’Atri [12]
proposed a logic-based approach using OntoDLP5

to validate financial documents written in eXtensi-
ble Business Reporting Language format and most
recently Hillebrand et al. [17] did automated con-
sistency checking using BERT and a contrastive au-
toencoder.

Furthermore, Sifa et al. [24] developed a tool
that uses machine learning techniques to automat-
ically check whether the financial statements of a

3https://huggingface.co/dbmdz/bert-base-german-cased
4https://huggingface.co/bert-base-multilingual-cased
5an ontology representation and reasoning language

based on Disjunctive Logic Programming
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certain corporation are according to specific legal
requirements. Ramamurthy et al. [23] then made
improvements to this tool by modifying the mecha-
nism of the recommendations of legal requirements
and by obtaining textual representations from a
BERT encoder. Zhu et al. [32] introduced a cost-
sensitive capsule network to identify abnormal in-
stances from normal instances in audit data. Hille-
brand et al. [18] introduced an automated system
called KPI-BERT to automatically extract KPIs
from financial documents in German language and
also linked these KPIs with a proper relationship to
their respective numerical value. Similarly, Deußer
et al. [8] did this for a dataset in the English lan-
guage. Cao et al. [2] introduced an iterative rela-
tion extractor (IRE) model that is the main com-
ponent of a numerical cross-checking (NCC) sys-
tem. IRE extract formulas from the text of numer-
ical description and then these formulas are used
for NCC. Biesner et al. [1] developed a framework
based on state-of-the-art deep learning techniques
to anonymize sensitive information in financial doc-
uments in the German language so that the doc-
uments can be further used in other applications
without any restriction. As compared to the ap-
proaches that do consistency checking, this paper’s
approach automates the consistency checking task
using different transformer-based tabular models.

Previous work related to understanding the
structure of the table includes Table2Vec intro-
duced by Zhang et al. [31]. Table2Vec provides
static embeddings of the different elements of a seri-
alized table. Gentile et al. [14] proposed a blocking
approach using table embeddings obtained via a
neural language model. Chen et al. [3] introduced
an approach called ColNet that provides column
embeddings. It utilizes a knowledge base, word em-
beddings, and a machine learning model to anno-
tate the type of columns and a CNN6 to learn cor-
relations between cells. Ghasemi-Gol et al. [15] pre-
sented an approach that provides cell embeddings
and does table cell-type classification in two steps.
Sun et al. [25] introduced a hybrid probabilistic ap-
proach for table understanding, this approach uses
table cell embeddings from Ghasemi-Gol et al. [15].
Nishida et al. [22] proposed an architecture called
TabNet that can provide cell embeddings. It uses

6CNN: Convolutional neural network

RNN7 and CNN to perform table-type classifica-
tion. All of the above approaches use or provide
embeddings that are static and not contextual.

Tabular model approaches pre-trained on the
surrounding text and tabular data include TaPas
introduced by Herzig et al. [16]. It is based on
BERT and trained by weak supervision. Yang et al.
[28] introduced a model that is an upgraded version
of TaPas. The model is invariant to the position of
rows and columns in the table and thus produces
more efficient results in the downstream tasks.
Eisenschlos et al. [13] introduced a model called
MATE8 that can process larger tables as compared
to TaPas. Yin et al. [29] presented a generalized
approach called TaBERT. It is a pre-training ap-
proach for understanding the joint representation of
tabular data and natural language utterances. Yu
et al. [30] introduced a framework called GRAPPA
which is initialized using RoBERTa architecture
[21]. They also created synchronous context-free
grammar (SCFG) from already available text-to-
SQL9 datasets. SCFG transforms natural language
sentences into SQL queries. Deng et al. [7] intro-
duced a framework for text-to-SQL transformation
that was trained using a table corpus. Liu et al. [20]
proposed a model called Tapex which is pre-trained
to act like an SQL query executor. However, it is an
encoder + decoder model so it does not explicitly
provide any type of embeddings.

Tabular model approaches pre-trained on tabu-
lar data only include a framework called Turl in-
troduced by Deng et al. [6]. This framework learns
a deep contextualized representation of relational
tables using unsupervised methods. Later, the pre-
trained model can be fine-tuned further on task-
specific datasets. Du et al. [11] proposed a neural
network architecture called TabularNet that pro-
vides an in-depth understanding of tabular data
by utilizing both spatial and relational information
simultaneously. Wang et al. [27] proposed an ap-
proach called Tuta. It is aimed at tables of different
kinds of structures such as relational tables, spread-
sheet tables, and hierarchical tables. Iida et al.
[19] introduced an approach called Tabbie which
uses two independent transformers to provide cell
embeddings by independently encoding rows and
columns. Cheng et al. [4] proposed a model called

7RNN: Recurrent neural network
8Multi-view attention for table transformer efficiency
9SQL: Structured Query Language
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Fortap which uses Tuta as its base and it uses
spreadsheet formulas for pre-training.

3 Methodology

To automate the consistency checking task, the pro-
posed pipeline divides it into three steps to make it
modular. The steps are:

1. Getting key performance indicators (KPI) em-
beddings from text

2. Getting KPI embeddings from table

3. Doing consistency checking

In the first step, the KPIs embeddings from the
text of the financial document are extracted using
BERT [9].

In the second step, the embeddings of the KPIs
from the tables of financial documents are obtained.
In a table, the KPIs are present in each cell of
the first column. For extracting the KPI embed-
ding from the table, three different transformer-
based models that are pre-trained using tabular
data and/or their metadata only are used. This
work does not consider models that require sur-
rounding text with the table as the cell embed-
dings should be generated while only considering
the tabular data. Therefore, this work considers
only Tabbie [19], Turl [6], and Tuta [27] as models
for generating KPIs embeddings.

Finally, for performing consistency checking sup-
port vector machine for classification (SVC) from
scikit-learn is used as a binary classifier to iden-
tify whether the sample is consistent or not. SVC
is used because it defines clear boundaries for the
classification of two classes. For consistency check-
ing SVC takes input a concatenation of text KPI
embeddings, table KPI embeddings, and embed-
dings of numbers related to text KPI. Based on
such inputs, the SVC outputs a label that indicates
whether the KPIs are similar or not.

3.1 Data Generation Process

During the consistency checking procedure, the
trained model computes embeddings of each KPI
in the text and matches it with the computed em-
beddings of the KPIs in the table, if the KPIs match
then the numerical consistency of the two KPIs

can be checked. To train such a model, first, the
data extracted from financial documents is passed
through a named entity recognition and relation ex-
traction model to identify KPIs, numerical values,
and to which year (current year or previous year)
these numerical values belong [18]. Then train-
ing samples consisting of KPIs from both text and
table along with a label indicating whether their
numerical values match or not are constructed us-
ing only those financial documents that have tables
consisting of “balance”, “profit and loss account”
and “fixed assets” information. Because these ta-
bles record information that is relevant to tracking
the progress of a company or a similar entity. The
process and pseudo examples of dataset samples are
shown in Figure 3.

2017 2016

Revenue $ 378,788 $ 268,657

Purchases $ 102,015 $ 100,001

Operating Income $ 99,612 $ 80,552

Net Income $ 500, 652 $ 420,654

The earnings for the year 2017 is $ 378,788 and purchases 
within that year is $ 102,015

Entity

Figures match

Figures don’t 
match

Entity

Sample when figures don’t 
match
{
   Text KPI:   Purchases,
   Table KPI: Revenue,
   Label:        0
}

Sample when figures match
{
   Text KPI:   Earnings,
   Table KPI: Revenue,
   Label:        1
}

Figure 3: Process of generating dataset samples for
consistency checking task. The green box shows a
positive sample and the red box shows a negative
sample.

3.2 Process for Getting Embeddings
from Text Models

To get embeddings of the text KPI entities bert-
base-german-dbmdz-cased10 is used because the fi-
nancial documents considered in this work are in
the German language. From BERT’s ablation stud-
ies, token representation obtained by concatenat-
ing embeddings from the top four layers of BERT
gives the best performance Therefore the embed-
dings of KPI from the top four layers of BERT
are extracted and summed to combine the four lay-
ers’ embeddings. Furthermore, BERT’s tokenizer
tokenizes the word into subwords so currently the
embeddings of KPI obtained from BERT are also
divided into subwords. The complete word embed-
dings were obtained by taking the mean of sub-
words embeddings. If the KPI entity is made up of

10https://huggingface.co/dbmdz/bert-base-german-cased
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more than one word then the mean of all word em-
beddings is taken to get one embedding vector of
756 elements for the whole KPI. The sequences of
operations for combining the embeddings of the last
four layers of BERT (i.e. sum, mean, and mean) are
found by experimenting with all the possible com-
binations. As an example, assume a KPI of one
word “Auditing”. Its embeddings will be obtained
by first tokenizing it into

[Au, ##diti, ##ng]

BERT will process this tokenized KPI and pro-
vide embeddings of R1×3×768 (not considering the
[cls] and [sep] token). After stacking the em-
bedding from the top four layers (embeddings of
R4×1×3×768) summing operation will be applied to
obtain embeddings of R1×3×768. Then mean opera-
tion will be applied to get R1×768 size embeddings.
Also if the KPI was of three words then the em-
beddings would be of R3×768 and again the mean
operation will be applied to convert it into R1×768.

3.3 Process for Getting Embeddings
from Table Models

Tabbie is a pre-training methodology designed
specifically for tables and it allows easy access to
representations of different parts of a table which
are rows, columns, and cells. Tabbie’s architec-
ture is based on two different types of transform-
ers that encode columns and rows independently.
The training objective used by Tabbie is based on
ELECTRA’s objective function [5] and it is much
simpler as compared to the masked language mod-
eling objective. The authors have provided two dif-
ferent models of Tabbie which are FREQ and MIX
models and they are based on different pre-training
strategies. To get table cell embeddings from Tab-
bie, each of the tables is transformed into a struc-
ture that is understandable by Tabbie, and then
it is provided to the model as input. Moreover,
Tabbie provides two types of cell embeddings one
from row transformer and the other from column
transformer so to get the overall cell embeddings,
an average operator is applied to these two embed-
dings.

Tuta is also a transformer architecture-based
method and it is used for the understanding of
generally structured tables such as tables from a

spreadsheet, relational tables, and web tables. The
locations of the cells of the table are understood
by Tuta using a structure called Bi-dimensional
coordinate tree. Tuta captures hierarchical infor-
mation of table using tree-based positional em-
beddings and to capture spatial information Tuta
combines tree-based coordinates with rectangular
coordinates. For cells to locally aggregate their
structural information, Tuta implements a mech-
anism called a structure-aware attention mecha-
nism. Tuta is trained on 3 different pre-training
tasks to provide representations of different parts
of the table. These tasks are Masked Language
Model for getting token-level representation, Cell-
Level Cloze for cell-level representation, and Table-
Context-Retrieval for table representation. To get
cell embeddings from Tuta, its cell-type classifica-
tion model with implicit positional embeddings and
tree-based attention of size two is selected because
ablation studies suggest that for the task of cell-
type classification this variant has better perfor-
mance than the other model variants. In addition,
to get the embeddings each table is transformed
into a specific structure that is a list of lists (each
list represents information of a single row)11, and
then further meta information is appended with
the transformed structure so that it is suitable to
be processed by modified Tuta tokenizer and Tuta
model.

Turl is the framework for pre-training/fine-
tuning relation tables. It has a structure-aware
transformer encoder with a visibility matrix that
can capture the structural information of the ta-
ble. Moreover, in addition to the masked language
model objective that helps in capturing semantic
information, Turl is also trained using an objective
called Masked entity recovery, which helps in cap-
turing factual information. To get cell embeddings
from Turl, its column type annotation (CT) model
is used because to label the column, CT generates
cell embeddings to get whole column embeddings.
Also, the CT model that does not require addi-
tional entity embedding is used because the gener-
ated data does not have this information. Addi-
tionally, the financial tables are transformed into a
form that is understandable by CT and are passed
with fake meta information to Turl to extract the
cell embeddings.

11python implementation
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4 Evaluation

To evaluate the proposed consistency checking
methodology and compare the cell embeddings
from the three selected tabular models, a dataset
composed of consistent and inconsistent samples is
generated using the process defined in Subsection
3.1. 80% of the dataset is split into training and
20% into testing. So overall training data has 6044
data points and test data has 1512 data points and
both have half consistent and inconsistent samples.
For evaluation, the conventional accuracy metric
is used because the dataset has a similar number
of consistent and inconsistent samples and all the
experiments were run 10 times by using 10 differ-
ent seeds12. Additionally, for each tabular model,
special experiments are also done in which the ta-
bles and text KPIs are translated into the English
language using the opus-mt model provided by the
EasyNMT library. The purpose of these experi-
ments is to check how much the consistency check-
ing accuracy is affected when the selected tabular
models are used in the language on which they were
originally pre-trained.

Initially, to evaluate whether cell embeddings
from tabular models help in the consistency check-
ing task, a benchmark is created in which both text
and table KPI embeddings are generated using the
bert-base-german-dbmdz-cased model. After evalu-
ating the benchmark model on the test dataset, an
accuracy of 0.7226 ± 0.0126 is achieved.

In the first set of experiments, the table KPI
embeddings are extracted from Tabbie. More-
over, Tabbie’s both “Freq” and “Mix” models are
used in the experiments. Also, Tabbie by de-
fault uses bert-base-uncased as its base model, to
check whether Tabbie performs better if the base
BERT model was different, the default Tabbie base
model is replaced by bert-base-multilingual-cased.
For the text KPI embeddings, bert-base-german-
dbmdz-cased and bert-base-multilingual-cased ver-
sions of BERT models are used in the experiments.
Finally, experiments were also done by translating
the KPIs from text and table into English, in these
experiments, Tabbie’s base model and text KPIs’
BERT model is bert-base-uncased. After a grid
search of all the possible combinations of extracting
table and text KPIs embeddings and also consider-

12Seeds from 1 to 10

ing the translation mechanism, the best-performing
combination has an accuracy of 0.7281 ± 0.0122
and in it, the KPIs are translated into English, and
Tabbie model type is FREQ.

In the second set of experiments, the Tuta-
implicit model with default setting is used to ex-
tract table KPI embeddings, and text KPI embed-
dings are obtained using bert-base-german-dbmdz-
cased and bert-base-multilingual-cased. For experi-
ments in which the KPIs are translated into the En-
glish language, bert-base-uncased is used to get text
KPI embeddings. After considering all the possible
combinations of table and text models in the exper-
iments and also considering the translation mecha-
nism, the best performing combination is found to
be using English-translated KPIs from both text
and table and it has an accuracy of 0.7248 ±
0.0150.

In the final set of experiments, the Turl CT
model as described in Subsection 3.3 is used to ex-
tract table KPI embeddings and for text KPI em-
beddings similar versions of the BERT model as
in the experiments of Tabbie and Tuta are used.
Experiments are also performed in which English-
translated table and text KPIs are used and in
them bert-base-uncased is used to get text KPI em-
beddings. After performing all of the possible ex-
periments, the best performing combination uses
English-translated KPIs, uses bert-base-uncased as
its text KPI embeddings model, and has an accu-
racy of 0.7011 ± 0.0110.

From all the results, it can be concluded that
those experiments that use English-translated KPIs
perform better than those in the German language
and this makes sense because models used here are
originally pre-trained on the English language cor-
pus. Additionally, Tabbie performs better than the
benchmark and the rest of the models this may be
because Tabbie is originally designed to work only
with tables and thus produces better results when
only tables are provided13.

13We apologize that we can’t publish the code and dataset
because it is the property of the customer.
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5 Conclusion and Future
Work

This paper proposes a pipeline to automate the
task of consistency checking within a financial doc-
ument. This pipeline is evaluated on a dataset of
financial documents in the German language. The
main component of the pipeline is the model that
provides KPIs embedding from the table and three
different models that are Tabbie, Turl, and Tuta
are selected to get these embeddings. These mod-
els and the benchmark are evaluated on the con-
sistency checking task using the proposed pipeline
to check the practical usage of our approach and
the quality of the cell embeddings obtained from
these models. The best results from the experi-
ments on the three models along with the bench-
mark are provided in Table 1. From the results, it
can be seen that cell embeddings obtained from the
Tabbie-FREQ version produced the highest accu-
racy in the task of consistency checking, surpassing
the benchmark by 0.0055 points. This high per-
formance of the Tabbie model can be due to its
architecture and the way it is pre-trained which
specifically allows it to process the information in
the tables, the examples of classified samples are
given in Figure 4. Moreover, the cell embeddings
from Tuta also surpass the benchmark by 0.0022
points. However, the cell embeddings from Turl do
not surpass the benchmark, this may be because
Turl also needs extra information while processing
tables and since this was not available therefore
fake information was provided to it. Also, all of
those experiments that produced the highest accu-
racy used English-translated text and table KPIs,
and all used bert-base-uncased to embed the KPIs
from the text.

However, all of the models used here are evalu-
ated on a dataset consisting of a similar number
of consistent and inconsistent examples. In future
work, the accuracy of the consistency checking task
can be evaluated by creating an imbalanced dataset
that would have more inconsistent examples than
consistent examples (i-e real-world scenarios). Fur-
thermore, all of the table-related models that are
used in this project were pre-trained on an English
corpus, hence, to get a more contextually rich rep-
resentation and better results, these models can be
pre-trained on a German table corpus.

Table

cell

embed-

dings

model

Text

embed-

dings

model

Accu-

racy

F1-

score

Match

labels

Bench-

mark

BERT-Y BERT-Y 0.7226±
0.0126

0.7092±
0.0170

1 Tabbie-

FREQ

BERT-X 0.7281±
0.0122

0.7139±
0.0144

2 Tuta BERT-X 0.7248±
0.0150

0.7095±
0.0196

3 Turl BERT-X 0.7011±
0.0110

0.6788±
0.0182

Table 1: Best results from all models along with
the benchmark. Here BERT-X is bert-base-uncased
and BERT-Y is bert-base-german-dbmdz-cased. All
tabular models use English-translated table and
text KPIs. F1-score is of match labels.

Text KPI: Customer returns
Table KPI: 3. Other provisions
Original label: 0
Predicted label: 0

Text KPI: Planned adjustments to the capital reserve
Table KPI: Other profit reserves
Original label: 0
Predicted label: 1

Text KPI: Order pleasure certificate
Table KPI: Certificates of pleasure
Original label: 1
Predicted label: 0

Text KPI: Other provisions
Table KPI: 1. Other provisions
Original label: 1
Predicted label: 1

Figure 4: Examples of samples classified by Tabbie
FREQ model. The samples in the green box are
correctly classified and the ones in the red box are
wrongly classified.
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