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A B S T R A C T

Stably stratified Taylor–Green vortex simulations are performed by lattice Boltzmann methods (LBM) and
compared to other recent works using Navier–Stokes solvers. The density variation is modeled with a separate
distribution function in addition to the particle distribution function modeling the flow physics. Different
stencils, forcing schemes, and collision models are tested and assessed. The overall agreement of the lattice
Boltzmann solutions with reference solutions from other works is very good, even when no explicit subgrid
model is used, but the quality depends on the LBM setup. Although the LBM forcing scheme is not decisive
for the quality of the solution, the choice of the collision model and of the stencil are crucial for adequate
solutions in underresolved conditions. The LBM simulations confirm the suppression of vertical flow motion
for decreasing initial Froude numbers. To gain further insight into buoyancy effects, energy decay, dissipation
rates, and flux coefficients are evaluated using the LBM model for various Froude numbers.
1. Introduction

Atmosphere and ocean currents are illustrative examples of stably
stratified flows, in which the density decreases (increases) continuously
with height (depth) [1]. These stable density gradients tend to suppress
vertical overturning motion, leading to different turbulence physics
when compared to the unstratified flows having similar configuration.
Understanding stratified flows is particularly important in the fields
of meteorology, oceanography, or planetary science. Yet laboratory
experiments are often difficult to conduct due to the large scale sepa-
ration of the flows [2]. Therefore, simulations have proven as a viable
alternative.

In the past, stratified flows have been mainly studied by continuum
solvers based on the Navier–Stokes equations with the Boussinesq ap-
proximation. As an alternative, the lattice Boltzmann method (LBM) [3,
4] is a rapidly emerging mesoscopic fluid dynamics solver using simple
stream and collide operations, being easy to implement, and well-
parallelizable across CPUs and GPUs [5,6]. Recent work has shown
that the LBM shows at least similar performance as highly-tuned finite-
difference Navier–Stokes solvers for weak compressible approaches [7],
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indicating no disadvantage from a performance point of view. In addi-
tion, LBM simulations have proven to be both efficient and accurate
for wall-bounded turbulent flow simulations when equipped with a
suitable grid refinement [8]. In the future, the use of the LBM may also
be beneficial for wall-bounded, stably stratified flow simulations, but
before that, the method should be thoroughly evaluated.

The LBM has made considerable progress in the prediction of
buoyancy-driven flows [9,10], shown, for example, in simulations of
Rayleigh–Bénard flows by Shan [11], Lohse and Toschi [12], Calzavarini
et al. [13], Kao and Yang [14], as well as Frapolli et al. [15]. Besides
these studies in which the turbulence is triggered by unstable stratifica-
tion, the performance of LBM in simulating stably stratified turbulence
has not been explored in depth. In two dimensions, Biferale et al.
pioneered the study of stably stratified flow in Rayleigh–Taylor systems
using the LBM [16]. Beyond that, the few available works using the
LBM include the work by Wang et al. [17], who found good agreement
between the multi-relaxation LBM and a large-eddy simulation (LES)
using finite-difference method when they simulated a 3D stratified
atmospheric boundary layer over a ridge. It is of interest to expand
their study by comparing LBM with the direct numerical simulation
(DNS) method, in which there is no effect of subgrid parameterization.
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Recently, Feng et al. proposed a hybrid model for atmospheric
convection [18]. Their work used the LBM for the momentum equation,
while the temperature field was directly solved through a finite-volume
approach. By contrast, most other approaches discretize both equations
with the LBM. The optimal way to discretize coupled Navier–Stokes
and advection–diffusion systems with the LBM was recently explored
by Dapelo et al. [19]. The authors found that a coupled LBM-LBM for
both the Navier–Stokes and advection–diffusion equation is suitable,
provided that the diffusivity of the flow is not too small. That said,
detailed analyses of LBM simulations of stably stratified turbulence are
largely missing. To fill this gap, a suitable lattice Boltzmann framework
has been developed in this work to execute three-dimensional, stratified
Taylor–Green vortex simulations.

The three-dimensional Taylor–Green vortex [20] has been exten-
sively used for incompressible flow simulations to scrutinize algorithms
in terms of numerical dissipation and stability [21–24]. The flow
involves simple initial conditions which make it a preferred test case in
comparative studies of different numerical methods. In recent years, the
test case has also been extended to supersonic [25–27] and stratified
flow [28–30], revealing new flow physics. In the unstratified case,
the few initial modes of the Taylor–Green vortex ultimately turn into
nearly homogeneous turbulence. Contrary to that, mixing in the strat-
ified Taylor–Green vortex mostly occurs along the horizontal planes,
whereas the buoyancy force suppresses vertical motions [30]. In this
study, we chose Taylor–Green vortex as the test case to explore the
ability of LBM in capturing the evolution of stratified turbulent flows.

This article describes a lattice Boltzmann model for the simulation
of three-dimensional stably stratified Taylor–Green vortices. It explores
the performance of the solver by the established measures of the
stratified Taylor–Green vortex such as kinetic and potential energy,
dissipation rates, buoyancy Reynolds number, flux coefficients, and
kinetic energy spectrum. To further tune the solver towards optimal re-
sults, simulations with different stencils, forcing schemes, and collision
models are executed, evaluated, and documented in this manuscript.

The article is organized as follows. The next section describes the
methodology including the governing equations and the LBM model.
Besides, the section also provides the initial conditions and parameters
of the Taylor–Green vortex. Thereafter, Section 3 compiles the results
and the article ends with a conclusion.

2. Methodology

The incompressible Navier–Stokes equations with Boussinesq ap-
proximation for velocity 𝑢𝛼 read in index notation

𝜕𝛼𝑢𝛼 = 0 (1)

𝑡𝑢𝛼 + 𝑢𝛽𝜕𝛽𝑢𝛼 = −𝜕𝛼𝑝 − 𝜌′𝐺𝑒𝑧 + 𝜈𝜕𝛽𝜕𝛽𝑢𝛼 . (2)

Here, 𝑝 denotes pressure, G is gravity, 𝜈 is the kinematic viscosity.
he density variation 𝜌′ is part of the total density

(𝑥, 𝑦, 𝑧, 𝑡) = 𝜌0 + 𝜌𝑏(𝑧) + 𝜌′(𝑥, 𝑦, 𝑧, 𝑡). (3)

esides 𝜌′, it consists of the constant reference density 𝜌0 and the
ackground density 𝜌𝑏(𝑧) which linearly decreases with height 𝑧.

The density variation evolves over time by

𝑡𝜌
′ + 𝜕𝛼(𝜌′𝑢𝛼) = −𝑢𝑧

𝜕𝜌𝑏
𝜕𝑧

+ 𝐷̃𝜕𝛼𝜕𝛼𝜌
′, (4)

where 𝐷̃ stands for the mass diffusivity.

2.1. Approximation of the momentum equation

A coupled lattice Boltzmann model with two distribution functions
is used to approximate Eqs. (1) through (4). The lattice Boltzmann
equation describes the dynamics of the discrete particle distribution
function 𝑓𝑖 and reads

𝑓
(

𝒙 + 𝒄 𝛿 , 𝑡 + 𝛿
)

= 𝑓 𝒙, 𝑡 +𝛺𝑓 + 𝐹 , (5)
2

𝑖 𝑖 𝑡 𝑡 𝑖 ( ) 𝑖 𝑖
where 𝑖 is the index of the respective discrete velocity 𝒄𝑖, 𝛿𝑡 is the time
step size, 𝛺𝑓

𝑖 is a collision operator, and 𝐹𝑖 is a discrete forcing term
which is computed from the local force 𝑭̂ . The moments of 𝑓𝑖 yield the
density 𝜌̂ and the velocity 𝒖

𝜌̂ (𝐱, 𝑡) =
∑

𝑖
𝑓𝑖 (𝐱, 𝑡) , (6)

𝐮 (𝐱, 𝑡) = 1
𝜌̂
∑

𝑖
𝐜𝑖𝑓𝑖 (𝐱, 𝑡) +

𝑭̂ 𝛿𝑡
2𝜌̂

. (7)

The Bhatnagar–Gross–Krook collision model [31] is a common
choice to express the collision operator

𝛺𝑓
𝑖 = − 1

𝜏𝑓

(

𝑓𝑖 − 𝑓 eq
𝑖
)

, (8)

with the dimensionless relaxation parameter 𝜏 = 𝜈∕𝑐2𝑠 + 0.5, where
𝑠 is the lattice speed of sound and the term of 0.5 results from the
ime integration of the collision operator [5,32]. Eq. (8) assumes that
he particle distribution functions relax according to 𝜏 towards the
quilibrium distribution function
eq
𝑖 (𝜌̂, 𝒖) = 𝜌̂𝛩eq

𝑖 (𝒖) (9)

with the second-order Hermite expansion of the Maxwell–Boltzmann
distribution

𝛩eq
𝑖 (𝐮) = 𝑤𝑖

(

1 +
𝑢𝛼𝑐𝑖𝛼
𝑐2𝑠

+

(

𝑢𝛼𝑐𝑖𝛼
)2

2𝑐4𝑠
−

𝑢𝛼𝑢𝛼
2𝑐2𝑠

)

, (10)

here 𝑤𝑖 are the quadrature weights.
The force term 𝐹𝑖 can be handled in different ways, of which we

ave chosen three schemes to study. Primarily, this work uses the Shan–
hen forcing scheme [33], unless otherwise stated. This forcing scheme
voids prescribing a forcing term explicitly and therefore results in
𝑖 = 0 in Eq. (5). Instead, the force is incorporated into the velocity
that enters the equilibrium (10)

eq (𝐱, 𝑡) = 1
𝜌̂
∑

𝑖
𝐜𝑖𝑓𝑖 (𝐱, 𝑡) +

𝑭̂ 𝜏𝑓
2𝜌̂

, (11)

in lieu of Eq. (7). The other two forcing schemes used in this article
are from Kupershtokh et al. [34] and from Guo et al. [35]. For a more
detailed analysis and description of the forcing schemes, we refer to the
article by Huang et al. [36], which reviews different forcing schemes
in the LBM.

2.2. Approximation of the advection–diffusion equation

For the advection–diffusion Eq. (4) of the density variation 𝜌′, an
quation for the distribution function 𝑔𝑖 is added

𝑖
(

𝒙 + 𝒄𝑖𝛿𝑡, 𝑡 + 𝛿𝑡
)

= 𝑔𝑖 (𝒙, 𝑡) +𝛺𝑔
𝑖 + 𝑆𝑖, (12)

where 𝑆𝑖 models the source term in Eq. (4). It depends on the local
ertical velocity 𝑢𝑧 and is given by

𝑆𝑖 = 𝑤𝑖

(

𝑢𝑧
𝜕𝜌𝑏
𝜕𝑧

)

𝐿𝐵
. (13)

The subscript LB indicates that both the vertical velocity 𝑢𝑧 and the
background density gradient

(

𝜕𝜌𝑏
𝜕𝑧

)

need to be in lattice units with the
conversion factor
(

𝜕𝜌𝑏
𝜕𝑧

)

LB
=
(

𝜕𝜌𝑏
𝜕𝑧

)

𝛿𝑥, (14)

depending on the grid size 𝛿𝑥.
The collision operator of 𝑔𝑖 is similar to the counterpart of 𝑓𝑖 in

Eq. (8)

𝛺𝑔
𝑖 = − 1 (

𝑔𝑖 − 𝑔eq
𝑖
)

, (15)

𝜏𝑔
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Fig. 1. Left: D3Q27 stencil. Right: D3Q7 stencil.

owever, the relaxation parameter is linked to the thermal diffusivity
̃ , i.e., 𝜏𝑔 = 𝐷̃∕𝑐2𝑠 + 0.5. The equilibrium 𝑔eq𝑖 is determined by

eq
𝑖 (𝜌′, 𝒖) = (𝜌′ + 𝜌∞)𝛩eq

𝑖 (𝒖). (16)

he computational effort to determine Eq. (16) is reduced whenever
he stencils of 𝑓𝑖 and 𝑔𝑖 coincide, however, different stencils for both
quations can be chosen as mentioned briefly below. In the case that
he stencils for 𝑓𝑖 and 𝑔𝑖 differ, the term 𝛩𝑖 in Eq. (10) needs to be
omputed separately for 𝑓 eq

𝑖 and 𝑔eq𝑖 . The density variation is principally
etermined by the moment
′(𝒙, 𝑡) =

∑

𝑖
𝑔𝑖(𝒙, 𝑡) − 𝜌0, (17)

owever, for the calculation of the equilibrium (16), a modified expres-
ion has to be used to minimize discretization errors [5]

′(𝒙, 𝑡) =
∑

𝑖
𝑔𝑖(𝒙, 𝑡) +

𝑅𝑖
2

− 𝜌0, (18)

𝑅𝑖 =
(

1 − 1
2𝜏𝑔

)

𝑆𝑖. (19)

The density variation 𝜌′ determines the local force 𝑭̂ through the
oussinesq approximation

̂ =
⎛

⎜

⎜

⎝

0
0

−𝐺𝜌′

⎞

⎟

⎟

⎠

, (20)

with gravity 𝐺.
Technically, the system is equipped with two independent expres-

sions for the densities: the density 𝜌̂ appearing in Eq. (6) models the
ressure variation 𝑝′ = 𝑐2𝑠 𝜌̂, whereas the density variation 𝜌′ evolves
hrough Eq. (12). Since compression work and viscous heating are
egligible for the explored flows, this division into two variables is
ustified [5].

.3. Stencils

A particular set of discrete velocities 𝐜𝑖 is called velocity set or
tencil. It dictates how the particle distribution functions 𝑓𝑖 and 𝑔𝑖 move
hrough the domain during the streaming step. For the momentum
quation the most common choices are the D3Q19 and D3Q27 stencil,
hereas the advection–diffusion equation is often solved by the much

maller stencil D3Q7 [5]. Generally, the computational effort of the
BM scales linearly with the number of discrete velocities, favoring
maller stencils. However, the stencils differ not only in the number
f discrete velocities, but also in the underlying velocity space dis-
retization [37,38]. Thus, different stencils might exhibit differences
n accuracy, but for stably stratified flow it is unclear to what extent.
herefore, this article examines differences in terms of accuracy for the
ost common stencils to discretize the momentum and the advection–
iffusion equation. The stencils D3Q19 and D3Q27 were used for
he momentum equation, and the stencils D3Q7, D3Q19, and D3Q27
ere employed in the advection–diffusion equation. Fig. 1 depicts the

tencils D3Q27 and D3Q7. In addition, Table A.1 lists all stencils’
3

iscrete velocities, weights, and lattice speeds of sound. M
Throughout the article, the notation D3Q27×𝛼 will be used, with 𝛼
indicating the number of discrete velocities used for 𝑔𝑖. In the example
of Fig. 1 we would use D3Q27×7, showing that a 3D stencil with 27
iscrete velocities was used for the distribution function 𝑓𝑖, while the
econd grid 𝑔𝑖 employed seven velocities.

.4. Entropic multi-relaxation time collision operator

It is known that the customary BGK collision operator is prone to
nstabilities in underresolved, turbulent simulations [39,40]. Therefore,
lternative collision models have been proposed, which trade accuracy
gainst stability [4]. The entropic multi-relaxation time collision oper-
tor by Karlin–Bösch–Chikatamarla KBC is a prominent proposal [41]
sing adaptively determined relaxation rates. In the KBC model, the
istribution function 𝑓𝑖 is split into the contributions of the conserved
oments 𝑘𝑖, the shear moments 𝑠𝑖, and the higher-order moments ℎ𝑖,

.e.,

𝑖 = 𝑘𝑖 + 𝑠𝑖 + ℎ𝑖. (21)

Then, each of the non-conservative groups relaxes individually to
ts individual equilibrium, 𝑠eq𝑖 and ℎeq𝑖 , according to

f ,KBC
𝑖 = −1

𝜏
(𝑠𝑖 − 𝑠eq𝑖 +

𝛾
2
(ℎ𝑖 − ℎeq𝑖 )). (22)

The relaxation parameter 𝛾 is determined afresh for every time step and
grid point by minimizing an entropy function during the collision step.
Both procedures to split 𝑘𝑖, 𝑠𝑖, and ℎ𝑖 from 𝑓𝑖 as well as to find 𝛾 can
e found in the work by Bösch et al. [42].

In the present work, usually the BGK model is used for both 𝑓𝑖 and
𝑔𝑖. For results shown later using the KBC model, it is only applied to 𝑓𝑖,

hereas 𝑔𝑖 still relaxes using the BGK model in Eq. (15). An extension of
he KBC model to the second distribution function 𝑔𝑖 has been proposed
y Morrison et al. [43], but is not used here.

.5. Stratified 3D Taylor–Green vortex

The stratified three-dimensional Taylor–Green vortex is a slightly
odified version of the original unstratified test case by Brachet

t al. [44]. The stratified case has been extensively studied by Remmler
nd Hickel [28] as well as Jadhav and Chandy [30].

Three dimensionless numbers characterize this flow, the Reynolds,
roude, and Schmidt number. The Reynolds number is defined here
s Re0 = 𝑈𝐿∕𝜈, with characteristic velocity 𝑈 = 1 and characteristic

length 𝐿 = 1. It is set to Re0 = 1600 in all simulations. By contrast,
the Froude number is defined as Fr0 = 𝑈∕(𝑁𝐿) and it depends on the
buoyancy frequency

𝑁 =

√

− 𝐺
𝜌0

𝜕𝜌𝑏
𝜕𝑧

. (23)

Except for Section 3.4, where the results with different Froude
numbers will be compared, the Froude number was set to Fr0 = 1.

The third dimensionless number, the Schmidt number, is the ratio
of kinematic viscosity and mass diffusivity and is set to Sc = 𝜈∕𝐷̃ = 0.7.

The initial velocity and pressure fields in the domain 𝑉 ∈ [0, 2𝜋]3

are

𝒖(𝒙, 𝑡 = 0) = 𝑈
⎛

⎜

⎜

⎝

sin(𝑥)cos(𝑦)cos(𝑧)
−cos(𝑥)sin(𝑦)cos(𝑧)

0

⎞

⎟

⎟

⎠

, (24)

𝑝(𝒙, 𝑡 = 0) = 1
16

(cos(2𝑥) + cos(2𝑦))cos(2𝑧 + 2), (25)

whereas the initial density variation is set to

𝜌′(𝒙, 𝑡 = 0) = 0. (26)

The time 𝑡 is expressed by the characteristic time 𝑡𝑐 = 𝐿∕𝑈 = 1. The
ach number Ma = 𝑈 ∕𝑐 relates the characteristic lattice velocity
LB 𝑠
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Fig. 2. Isocontour of the Q-criterion 𝑄 = 1.5 at 𝑡 = 15, colored by vertical velocity 𝑢𝑧.
The cubical domain is split in half to depict the difference of the influence of 𝐹𝑟0. Left
half: Fr0 = 1.0; right half: Fr0 = ∞.

𝑈LB and the lattice speed of sound 𝑐𝑠. In weakly compressible flow
simulations, Ma serves as a numerical parameter which scales with the
time step size of the simulation. Here, the initial Mach number is set
to Ma = 0.1, i.e., 𝑈LB = 0.0577, which enters Eq. (24) for the actual
simulation.

The simulations were conducted using the lattice Boltzmann solver
Lettuce, which is written in Python and utilizes the PyTorch machine
learning framework. It is able to perform simulations on GPUs, and
can be run on a local laptop using an Nvidia RTX 3070 GPU with
8 GB of RAM for simulations with 𝑁𝑔 = 1283 or fewer grid points.
These simulations with single precision and with D3Q27x7 take about
13 min to reach simulation time 𝑡 = 30, with 29 million lattice updates
per second. For simulations with 𝑁𝑔 = 2563 grid points, a more
powerful Nvidia Tesla V100 GPU on the OMNI compute cluster at the
University of Siegen was used, taking about 80 min, with 72.5 million
lattice updates per second. It is important to note that the Lettuce
code is not currently optimized for speed, so future optimization of the
collision and streaming steps could result in a significant increase in
computation speed [45].

3. Results

To get a first impression of the stratification effects on the Taylor–
Green vortex, Fig. 2 depicts the isocontour of the Q-criterion 𝑄 = 1.5
at 𝑡 = 15 within the cubical domain for Fr0 = 1.0 on the left and for
the unstratified case on the right, i.e., Fr0 = ∞. The vertical velocity is
described by the color of the isocontours. The figure reveals, how the
buoyancy force effectively hinders the flow to reach a homogeneous
state for Fr0 = 1. Instead, the flow mainly mixes in the horizontal
directions, leading to notable layering in the vertical direction. By
contrast, the flow of the unstratified case can spread unhindered in the
vertical direction.

3.1. Kinetic and potential energy

The total energy 𝐸tot = 𝐸k+𝐸p of the stratified Taylor–Green vortex
flow consists of the kinetic energy

𝐸k = 1
(2𝜋)3 ∫𝑉

1
2
|𝒖|2 𝑑𝑉 , (27)

and potential energy

𝐸p =
1 1

(

𝐺 𝜌′
)2

𝑑𝑉 . (28)
4

(2𝜋)3 ∫𝑉 2 𝑁 𝜌0
Fig. 3. Evolution of the total energy 𝐸k + 𝐸p over time for two LBM configurations.
The total energy consists of the kinetic energy shown in Fig. 4 and the potential energy
shown in Fig. 5. DNS from [30].

Fig. 4. Evolution of the kinetic energy 𝐸k over time for two LBM configurations. DNS
from [30].

Fig. 3 shows the decay of the total energy at a resolution of
𝑁𝑔 = 1283 for the stencil configurations D3Q27x7 and D3Q19x19.
Apparently, both curves coincide well with the DNS reference solution
at 𝑁𝑔 = 5123, which is taken from Jadhav and Chandy [30]. However,
towards the end of the simulations, the plots slightly deviate, with a
larger deviation for the D3Q19x19 case.

This difference is also observed for the components of 𝐸tot . Fig. 4
shows how the kinetic energy periodically fluctuates over time due to
the buoyancy force, although the overall decay is apparent. The good
agreement of the LBM solution to the reference is confirmed, but Fig. 4
also reveals some deviations at the end of the simulation.

The potential energy 𝐸p depicted in Fig. 5 shows the initial energy
transfer from kinetic to potential energy shortly after the begin of the
simulation, which is accurately captured by the LBM. At the second
peak, an overshoot of the potential energy is observed, with larger
deviations for the D3Q27x7 stencil beginning from 𝑡 ≈ 15. For higher
resolutions, such as 𝑁𝑔 = 2563, the potential energy is nearly perfectly
captured with the D3Q27x7 configuration, which can be seen from
Fig. 6. It is worth noting that for a lower resolution of 𝑁𝑔 = 643 the
simulation is unstable when using D3Q27x7.

3.2. Dissipation of kinetic and potential energy

Next, the dissipation was explored by two different measures. The
first measure is the decay of the total energy −𝑑𝐸tot∕𝑑𝑡, where the
temporal derivative of 𝐸 is obtained by central finite differences of
tot
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Fig. 5. Evolution of the potential energy 𝐸p over time for two LBM configurations.
NS from [30].

Fig. 6. Comparison of the potential energy 𝐸p towards the end of the simulation for
esolutions 𝑁𝑔 ∈ [1283 , 2563] with D3Q27x7. DNS from [30].

econd order. This observable considers both physical and numerical
issipation in the system. The results are shown in Fig. 7 with different
tencils and resolutions. At a very low resolution 𝑁𝑔 = 643, the

D3Q19x19 simulation is stable, but the deviations from the reference
from Jadhav and Chandy [30] are significant. By contrast, the 𝑁𝑔 =
643 simulation with D3Q27x7 was unstable, which indicates that this
stencil configuration is probably not the best choice in strongly un-
derresolved simulations. Nevertheless, at a resolution of 𝑁𝑔 = 1283,
the configuration D3Q27x7 accurately reproduces the kinetic energy
decay, with only small deviations from the reference. This also applies
to the D3Q19x19 run, but the discrepancies are more visible during the
second half of the simulation. At 𝑁𝑔 = 2563, the dissipation of D3Q27x7
practically coincides with the reference.

The second measure, besides −𝑑𝐸tot∕𝑑𝑡, is the total dissipation with
respect to the resolved scales 𝜀tot = 𝜀𝑘 + 𝜀𝑝, which consists of the
dissipation of the kinetic energy

𝜀𝑘 = 𝜈
(2𝜋)3 ∫𝑉

(∇ × 𝐮)2 𝑑𝑉 , (29)

and the dissipation of the potential energy

𝜀𝑝 =
𝐷̃

(2𝜋)3 ∫𝑉

(

𝐺
𝑁

∇𝜌′

𝜌0

)2
𝑑𝑉 . (30)

n contrast to the decay of the total energy −𝑑𝐸tot∕𝑑𝑡, this measure
oes not include numerical dissipation. Instead, the measures serve as
n indicator for how accurately the gradients of velocity and density
ariation are represented in the simulation.

The resolution study of the temporal evolution of 𝜀𝑘 + 𝜀𝑝 can be
5

ound in Fig. 8 for D3Q27x7. It depicts that the agreement to the
reference is remarkable even at 𝑁𝑔 = 1283. When choosing an inap-
propriate low resolution, however, the values of the reference will not
be reproduced qualitatively. This undesired behavior is demonstrated
based on the resolution 𝑁𝑔 = 1043. This unusual resolution was selected
o produce only minimal deviations from the reference, while smaller
esolutions yield even more significant inaccuracies.

Next, we compared the performance of different stencil configura-
ions in terms of the dissipation. Fig. 9 contrasts the total dissipation
mong the stencils at the low resolution 𝑁𝑔 = 643. Here, the reference

solution [30] is clearly missed by all configurations. In particular, the
D3Q27x7 configuration overestimates the dissipation rate before the
simulation runs unstable. For two other configurations, D3Q19x19 and
D3Q27x27, the results are still comparable to the dynamic Smagorinsky
model that was used by Jadhav and Chandy at the same resolution [30].

Next, the resolution was doubled per direction to 𝑁𝑔 = 1283. The
results in Fig. 10(a) and (b) show that the dissipation of the filtered
DNS [30] is nearly perfectly captured by the D3Q27x7 configuration.
By contrast, all configurations with more than seven discrete velocities
for 𝑔𝑖 underestimate the total dissipation.

The differences in the total dissipation rate can be partly explained
when evaluating the dissipation of the kinetic and potential energy
individually, which are both depicted in Fig. 11 for 𝑁𝑔 = 1283 and
𝑁𝑔 = 2563. While the kinetic energy dissipation with 𝑁𝑔 = 1283 is
nderestimated by the solver in comparison to 𝑁𝑔 = 2563, the potential
nergy dissipation is overestimated by the 𝑁𝑔 = 1283 simulation. This
ndicates that at the lower resolution 𝑁𝑔 = 1283, the resolved fraction
f the flow does not dissipate sufficient kinetic energy. However, this
ap of dissipation is partly compensated by the larger potential energy
issipation 𝜀𝑝.

.3. Buoyancy Reynolds number

Another measure to quantify turbulent mixing in stratified flows is
he buoyancy Reynolds number

e𝑏 =
𝜀𝑘
𝜈𝑁2

. (31)

Similar to the dissipation, the buoyancy Reynolds number shows a
double peak around 𝑡 = 15, which needs to be reproduced by the
solver. The temporal evolution of the buoyancy Reynolds number Re𝑏
is shown in Fig. 12, demonstrating that a resolution of 𝑁𝑔 = 2563 is
needed to reproduce all stratification effects correctly, but that a lower
resolution 𝑁𝑔 = 1283 also provides qualitatively meaningful results. On
the contrary, the simulations with 𝑁𝑔 = 643 do not yield reliable values
of Re𝑏 at all.

3.4. Froude number effects

The initial Froude number Fr0 is the relevant dimensionless number
to characterize the degree of stratification of the flow. Fig. 13(a)
illustrates the effects of different Froude numbers for the Taylor–Green
vortex flow on the basis of the kinetic energy, while Fig. 13(b) does
the same for the potential energy. On the one hand, lower Froude
number such as Fr0 = {0.16, 0.33, 0.5} implicate strong stratification.
For the smallest Froude numbers Fr0 = 0.16 and Fr0 = 0.33, the
low is viscosity-affected [28], and the decay of the kinetic energy in
ig. 13(a) is decelerated with respect to the unstratified case Fr = ∞.
or comparison, Fig. 13 (a) also includes the unstratified case Fr0 = ∞,
here accordingly no conversion of kinetic and potential energy takes
lace. On the other hand, at a higher Froude number of Fr0 = 2.0,

stratification leads to a faster dissipation of kinetic energy. Thus, a large
amount of kinetic energy is initially converted into potential energy,
which is shown in Fig. 13(b). Fig. 13 shows that the frequency of the
oscillatory exchange between kinetic and potential energy increases as
Fr decreases and, furthermore, the frequency is 2𝑁 . The dissipation of
inetic energy 𝜀𝑘 and dissipation of potential energy 𝜀𝑝 are displayed
in Figs. 14(a) and 14(b). Firstly, the figures show that the time of the
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S

Fig. 7. Total energy decay over time with different stencils and resolutions. DNS from [30].
Fig. 8. Total dissipation over time using D3Q27x7. DNS from [30].

Fig. 9. Total resolved dissipation over time at resolution 𝑁𝑔 = 643. DNS and dynamic
GS model by Jadhav and Chandy [30].
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Fig. 10. (a) Total resolved dissipation over time at resolution 𝑁𝑔 = 1283. DNS by
Jadhav and Chandy [30]. The area within dotted rectangle is shown in (b).
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Fig. 11. Dissipation of the kinetic energy 𝜀𝑘 and potential energy 𝜀𝑝 of D3Q27x7 for
the resolutions 𝑁𝑔 = 1283 and 𝑁𝑔 = 2563, respectively.

Fig. 12. Buoyancy Reynolds number Re𝑏 over time for D3Q27x7 for initial Froude
umber Fr0 = 1. DNS from Jadhav and Chandy [30].

issipation peak depends on the Froude number, where large Froude
umbers lead to earlier peaks. However, the peak time can be different
or 𝜀𝑘 and 𝜀𝑝, as the simulation with Fr = 2.0 clearly reveals. Secondly,
he peak values of 𝜀𝑘 and 𝜀𝑝 scale with the Froude number, i.e., small
roude numbers yield small dissipation maxima.

In oceanography, the flux coefficient 𝛤 = 𝜀𝑝∕𝜀𝑘 is an impor-
tant parameter to quantify the mixing processes in stratified shear
flows [46–49]. This motivates Fig. 15, which shows the flux coefficient
𝛤 over time for different Froude numbers. In essence, Fig. 15 confirms
the previous observations that the strongly stratified test cases with low
Froude numbers Fr0 = {0.16, 0.33} are dominated by the dissipation
of the kinetic energy 𝜀𝑘 during the entire simulation. This finding
manifests in small 𝛤 values at small Froude numbers. For larger Froude
numbers Fr0 = {1.0, 2.0}, the dissipation of the potential energy 𝜀𝑝
initially dominates, leading to larger flux coefficient values. At inter-
mediate time, the flux coefficient decreases before slightly increasing
again towards the end of the simulation.

Next, the flux coefficient of the bulk 𝛤𝑏 is computed by dividing the
time-integrated values of 𝜀𝑝 by the time-integrated values of 𝜀𝑘, i.e.,

𝑏 =
∫ 30
0 𝜀𝑝𝑑𝑡
30

. (32)
7

∫0 𝜀𝑘𝑑𝑡
Fig. 13. Kinetic energy (a) and potential energy (b) over time for different Froude
numbers at resolution 𝑁𝑔 = 2563 using the D3Q27x7 stencils.

The bulk flux coefficient 𝛤𝑏 is displayed in Fig. 16 over the Froude
number Fr𝑡 for different initial Froude numbers Fr0. The turbulent
Froude number Fr𝑡 represents the ratio of the inertial forces to the
buoyancy forces in the bulk and is defined as

Fr𝑡 =
∫ 30
0 𝜀𝑘𝑑𝑡

𝑁 ∫ 30
0 𝐸𝑘𝑑𝑡

. (33)

Fig. 16 demonstrates that the time-integrated turbulent Froude number
Fr𝑡 increases with increasing initial Froude number Fr0. The figure
also shows that, while 𝛤𝑏 is related to Fr𝑡, it does not grow without
bounds and follows a nonlinear relationship. In particular, the value of
𝛤𝑏 appears to converge towards 𝛤𝑏 ≈ 0.8 for the present Taylor–Green
vortex test case.

The distribution of the kinetic energy over the wavenumbers 𝑘 of the
Taylor–Green vortex can be seen in the spectrum in Fig. 17, obtained
at 𝑡 = 15. At this time, the unstratified Taylor–Green vortex flow has
already transported a large amount of kinetic energy from the large
scales to the small scales, where it is finally dissipated. The more
stratified the flow, however, the larger the energy that is still contained

in the large scales at 𝑡 = 15. Fig. 18 visualizes the effect of different
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Fig. 14. Kinetic energy dissipation (a) and potential energy dissipation (b) over time
or different Froude numbers at resolution 𝑁𝑔 = 2563 using the D3Q27x7 stencils.

Fig. 15. Flux coefficient 𝛤 over time for different Froude numbers.
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Fig. 16. Relation of flux coefficient of the bulk 𝛤𝑏 with time-integrated turbulent
Froude number Fr𝑡 for different initial Froude numbers.

Fig. 17. Kinetic energy over wavenumber at 𝑡 = 15 for the same Froude numbers as
in Fig. 13. The dashed line shows the slope 𝑘−5∕3.

roude numbers on the horizontal velocity
√

𝑢2𝑥 + 𝑢2𝑦. It is apparent
that the strong stratification triggered by low Froude numbers, such
as Fr0 = 0.33, maintains the original flow structure.

3.5. Comparison of forcing schemes

To compare the forcing schemes by Shan–Chen, Kupershtokh, and
Guo, the dissipation of the potential energy 𝜀𝑝 was measured with these
forcing schemes. Fig. 19 indicates that the choice of the forcing model
is not as decisive as the stencil configuration for the flow explored in
this article, for all three forcing schemes nearly equally reproduced
the dissipation of the turbulent potential energy 𝜀𝑝, except for a minor
deviation of the Guo scheme around 𝑡 = 30.

3.6. Comparison of collision models BGK and KBC

Last, the BGK and KBC collision models were compared for the
stratified simulations at 𝑁𝑔 = 643 and 𝑁𝑔 = 1283. For this comparison,
the Kupershtokh forcing scheme was used, since its forcing term can
be used seamlessly with most collision models. The stencil was set to
D3Q27x7. The results are depicted in Fig. 20, where it can be seen that
the KBC collision model at 𝑁𝑔 = 643 clearly stabilizes the simulations.
This contrasts with the BGK model, which is unstable at this resolution
and configuration. However, the KBC model fails to predict the dissi-
pation peak and overestimates the dissipation beginning from 𝑡 = 20.
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Fig. 18. Horizontal velocity of the y-z plane at 𝑥 = 0 and 𝑡 = 15 for different Froude
numbers. Upper left quadrant: Fr0 = 0.33, Upper right: Fr0 = 0.5, Lower left: Fr0 = 1.0,
Lower right: Fr0 = 2.0.

Fig. 19. Comparison of 𝜀𝑝 for the forcing schemes by Shan and Chen, Kupershtokh
et al., and Guo et al..

When increasing the resolution to 𝑁𝑔 = 1283, the prediction of the peak
is significantly better. On the flip side, the deviation from the reference
is larger than the deviation of the BGK model at the same resolution.
This indicates that the KBC model introduces a significant amount of
numerical dissipation into the simulation. Still, to improve the stability
of the simulation, the KBC collision model remains one option, but at
the cost of degrading accuracy.
9

4. Conclusion

We have shown that the LBM can accurately capture the evolution
of turbulence and mixing in a stratified Taylor–Green vortex. The
kinetic, and potential energy, the dissipation rates and different Froude
numbers were explored. The overall agreement of the lattice Boltzmann
simulations with a previous study [30] is excellent. It turned out that
the combination of a D3Q27 stencil for the momentum equation com-
bined with a D3Q7 for the advection–diffusion equation of the density
variation led to the best results regarding total dissipation. Using a
larger stencil for the second distribution function results in matching
the dissipation rates less well, but also rendered the simulations stabler.
By contrast, altering the forcing scheme left the simulation results
nearly unchanged. In addition, using an alternative collision model,
such as the KBC entropic multi-relaxation time model, proved as an op-
tion to stabilize underresolved simulations. For slightly underresolved
flow, using a stencil with more than seven velocities for the second
distribution function can be an option, though.

To sum up, the present study demonstrated that the LBM has the po-
tential to accurately simulate stratified homogeneous turbulence given
the appropriate choice of grid resolution and discretization stencils. Not
only the LBM captures the evolution of large-scale kinetic and potential
energy, it also can capture the amount of turbulent mixing, which has
important applications in environmental flows. In future work, it is
of interest to explore the performance of LBM in more realistic atmo-
spheric/oceanic flows in which the physics are influenced by complex
velocity shear (e.g., due to wind or ocean currents), topography (i.e,
effects due to wall-bounded turbulence), rotation, surface and internal
waves.
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Fig. 20. Comparison of the BGK and KBC collision model in terms of the resolved total dissipation. DNS and Dynamic Smagorinsky model (Dyn SGS) by Jadhav and Chandy [30].
Table A.1
Compilation of the stencils D3Q7, D3Q19, and D3Q27.

Stencil Lattice speed of sound Index Weight Discrete velocity
𝑐𝑠 𝑖 𝑤𝑖 𝒄𝑖

D3Q7 1∕2 0 1∕4 (0, 0, 0)
1,… , 6 1∕8 (±1, 0, 0), (0,±1, 0), (0, 0,±1),

D3Q19 1∕
√

3 0 1∕3 (0, 0, 0)
1,… , 6 1∕18 (±1, 0, 0), (0,±1, 0), (0, 0,±1),
7,… , 18 1∕36 (±1,±1, 0), (±1, 0,±1), (0,±1,±1)

D3Q27 1∕
√

3 0 8∕27 (0, 0, 0)
1,… , 6 2∕27 (±1, 0, 0), (0,±1, 0), (0, 0,±1),
7,… , 18 1∕54 (±1,±1, 0), (±1, 0,±1), (0,±1,±1)
19,… , 26 1∕216 (±1,±1,±1)
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