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Abstract. There are several recent works which had proposed an automatic computer-aided 

diagnosis (CAD) deep learning (DL) model to diagnose coronavirus disease 2019 (COVID-

19) using chest x-ray images (CXR) to propose a high-accuracy CAD method to detect 

COVID-19 automatically. In this study, seven different models including Convolutional 

Neural Network (CNN) models such as VGG-16 and vision transformer (ViT) models, are 

proposed. The different proposed models are trained with a three-class balanced dataset 

consisting of 3,000 CXR images consisting of 1,000 CXR images for each class of COVID-

19, Normal, and Lung-Opacity. A publicly available dataset to train and test the models is 

used from Kaggle-COVID-19-Radiography-Dataset. From the experiments, the accuracy of 

the VGG16 model is 93.44% and ViT’s is 92.33%. Besides, the binary classification between 

two classes of COVID-19 and Normal CXR with a limited number of just 100 images for 

each class, using a transfer learning technique, with a validation accuracy of 97.5% is 

proposed.  

Keywords— COVID-19, Convolutional Neural Network (CNN), VGG-16, Transfer 

Learning, Vision Transformer (ViT). 

 

1. Introduction 

A novel coronavirus, the Severe Acute Respiratory Syndrome Coronavirus-2 (SARS-CoV-2, 2019-

nCoV), was responsible for an acute typical respiratory disease in Wuhan, China in December 2019. 

Later it was recognized that human-to-human transmission played a major role in the subsequent 

outbreak [1]. To perform a reverse transcription polymerase chain reaction (RT-PCR) test, it is necessary 

to take a sample from the person requesting the test, and this operation must be done in person and by 

face-to-face contact between the applicant and the medical staff. Considering the high spreading 

potential of the coronavirus and general problems in the usual diagnosing test methods of COVID-19, 

diagnosing COVID-19 using medical images seems sensible. Diagnosis of specific diseases from a 

medical image, as input of a machine learning model, is categorized as an image classification problem 

in which the trained model will be able to classify any new input image because of the prediction of the 

model for diagnosing between different classes of the dataset by which the model has been trained. 

 

CNN-based models are the most popular approach in solving CXR classification problems but 

achieved low accuracy in recent works [10] despite using some relatively sophisticated models. A more 

updated method which has recently been used in image classification is called the Vision Transformer 

(ViT). The transformer model is a simple yet scalable approach that can be applied to any kind of data 

if it is modulated as a sequence of embedding. In this paper, two different ViT models are proposed 

named the 'vit_base_resnet50_224_in21k' and the 'vit_base_patch16_224_in21k', which has a simpler 

structure. All these models are trained using the three-class dataset including COVID-19, Normal, and 

Lung-Opacity classes of CXR images. In addition, two other experiments were conducted in this study 
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to perform binary classification of COVID-19 and normal chest images to test the ability of the transfer 

learning technique to solve image classification problems with limited datasets. In these two 

experiments, the transfer learning technique based on the pre-trained VGG-16 model was used to train 

the model using datasets of CXR images. Finally, the results of all the experiments proposed in this 

study are compared.  

2. Related Works 

Recent research works have tried to propose different models to diagnose COVID-19 using CXR and 

DL models, because of the ability to extract different features from training images using different 

convolutional filters. CNNs were first introduced by [5] in 1998 and used for digit recognition. In [3], 

the authors introduced a transfer learning CNN model, based on the pre-trained VGG16, to classify three 

classes of COVID-19, Normal, and Other Pneumonia from CXR images with an overall accuracy of 

94.5, 98.4 % sensitivity and 98.0 % specificity in classifying cases with and without COVID-19 

infection. The F1-score in their study for classes of Other Pneumonia, Normal, and COVID-19 is 0.96, 

0.93, and 0.84 respectively. When compared to other models such as ResNet50, MobileNetV2, M-

Inception, COVID-Net, CoroNet (Xception), their VGG16 proposed model outperformed others in both 

binary and three-class classification. In addition, their model achieved noticeably higher performance in 

the case of using CXR compared to CT images. In [8], the authors have proposed a CNN architecture 

model to classify COVID-19 using CXR images and showed the importance of selecting the correct 

model with the appropriate number of CNN layers. They have provided a comparison between the results 

of a classification in three different CNN models in which their CNN had 3, 4, and 5 layers of 

convolution with max-pooling namely models 1, 2, and 3 respectively. They used a small dataset of 330 

CXR images which are equally divided into two classes: COVID-19 and Normal, for training the model. 

Similarly, an equally divided image set of 82 CXR was used for validating the model. Figure 1 depicts 

their proposed sequential CNN, which is one of the models proposed in this paper. 

 

 
   Figure 1. CNN architecture proposed in [8] 

 

Model 1, in their study, performed with accuracy and precision of 97.56% and 95.34% 

respectively. Moreover, this model is compared to two CNN models with a different number of 

convolutional layers. The comparative studies show a better F1-score and overall performance of Model 

1 than Model 2. This model can be further improved with the availability of a larger dataset. Hence, 

CNN has great prospects in detecting COVID-19 with very limited time, resources, and costs. In [7], 

the authors proposed a model to detect and classify tuberculosis (TB) disease in addition to the other 

five different diseases. Their model used the transfer learning technique based on a pre-trained VGG Net 

with three different learning rates. Their model reached an average AUC of 0.908 across the six lung 

diseases. 

 

From these research works, it was shown that VGG-16 was the highest-performing DL model 

in image classification, but it does not mean using relatively complicated DL models gives high accuracy 

in image classification in general. For instance, in [10] the authors proposed a comparison table of 

classification performance obtained from different pre-trained CNN models to classify from a three-
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class dataset including Normal, COVID-19, and Pneumonia. In their study, there is low accuracy of 

some models such as MobileNetV2 with total accuracy of 39.7 % and DensNet201 with 38.23 % in their 

specific image classification problem.  

 

However, in their study, some models like VGG-16 gave a total accuracy of 95.88 %. In this 

paper, a CNN-based VGG-16 architecture model as well as a transfer learning technique, has been 

considered as the starting point in three-class classification. Then, the ViT image classification model 

has been used as a more updated classifier method. 

 

3. CNN-based Models 

CNN-based models are the most popular deep learning models in solving image classification problems. 

The reason is more related to the ability of CNNs to extract the different features of an input image using 

different convolutional filters. The models can be trained as below: 

• Training from scratch 

VGG16 model is a CNN network trained on a subset of the “ImageNet” dataset, a collection of 

over 14 million images belonging to 22,000 categories. In the ImageNet Classification Challenge 

in 2014, VGG16 achieved 92.7% classification accuracy. A simple CNN model and a model based 

on the general architecture of VGG16 with appropriate hyperparameters were proposed in this 

study, both trained from scratch. 

• Transfer learning 

Transfer learning is one of the most important techniques of deep learning. Instead of starting 

training data from scratch, it is possible to use a pre-trained model trained as a starting point to 

train the target model on a smaller dataset for a given task. It is a technique by which the network 

can be trained a lot faster with better results. As the name implies, transfer learning means 

transferring knowledge (feature maps) that a neural network has learned from being trained on a 

specific dataset to another related problem. One or more layers from the trained model are then 

used in a new model trained on the problem of interest. The pre-trained architecture of VGG16 

can detect generic visual features present in the dataset and it is the next model proposed in this 

paper as both a feature extractor (with no fine-tuning) and as a fine tuner, separately.  

4. ViT Models 

Self-attention-based architectures, in particular Transformers [11], have become the model of choice in 

natural language processing and computer vision problems. A transformer in machine learning is a deep 

learning model that uses the mechanisms of attention, differentially weighing the significance of each 

part of the input data. Transformers in machine learning are composed of multiple self-attention layers. 

The Transformer Encoder consists of: 

 

i. Multi-Head Self Attention Layer to concatenate the multiple attention outputs linearly to expected 

dimensions. The multiple attention heads help learn local and global dependencies in the image. 

 

ii. Multi-Layer Perceptron contains two-layer with Gaussian Error Linear Unit. 

 

iii. Layer Norm is applied before every block as it does not introduce any new dependencies between 

the training images. It helps improve the training time and generalization performance. 

 

iv. Residual connections are applied after every block as they allow the gradients to flow through the 

network directly without passing through non-linear activations. 
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In 2021, Alexy et al. [9], introduced the Vision Transformer (ViT). ViT models are pre-trained 

transformer models for image processing tasks. The models are trained on ImageNet and ImageNet-21k 

datasets. ViT models outperform CNN models on recognition benchmarks such as ImageNet, CIFAR-

100, and VTAB. As an overview of vision transformer in image classification, after splitting an image 

into patches, which have fixed sizes, each patch embeds linearly and is followed by adding position 

embedding. Then, the results, which are a sequence of vectors, are fed to a standard transformer encoder. 

It manipulates the input sequence with a multi-self-attention and embeds as much information as 

possible for classification into the classer token, as Figure 2 depicts. The self-attention layer in ViT 

makes it possible to embed information globally across the overall image. The model also learns from 

training data to encode the relative location of the image patches to reconstruct the structure of the 

image. 

 

 
Figure 2. Vision Transformers (ViT) [9] 

5. Dataset 

The dataset used in this work is the Kaggle Radiography Dataset which consists of three classes named 

COVID-19, Normal, and Lung Opacity. The dataset contains 3,616 COVID-19-positive cases, 10,192 

normal CXR and 6,012 with Lung Opacity (non-COVID lung infection).  For training and testing, a 

balanced dataset is prepared for this study consisting of 1,000 images for each class separated into 80% 

(800 images) for training and 20% (200 images) for validation. Figure 3 shows samples of CXR from 

the dataset for each class. In this study, seven models are experimented with.  

 

Model 1: Three-class (COVID-Normal-Lung Opacity) classifier using CNN.  

Model 2: Three-class (COVID-Normal-Lung Opacity) classifier using VGG16. 

Model 3: Three-class (COVID-Normal-Lung Opacity) classifier using pre-trained VGG-16 without  

fine tuning. 

Model 4: Three-class (COVID-Normal-Lung Opacity) classifier using pre-trained VGG-16 with fine  

tuning. 

Model 5: Two-class (COVID-Normal) (Each class includes 200 images = small dataset). Classifier by  

transfer learning using pre-trained VGG-16. 

Model 6: Two-class (COVI-Normal) (Each class includes 1,000 images). Classifier by transfer  

learning using pre-trained VGG-16.   

Model 7: Three-class (COVID-Normal-Lung Opacity) classifier using ‘vit_base_resnet50_224_in21k’  

ViT model.  

Model 8: Three-class (COVID-Normal-Lung Opacity) classifier using ‘vit_base_patch16_224_in21k’  

Vision Transformer Model.  
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6. Results 

Table 1 shows the results of seven different models proposed in this study as well as the models’ 

parameters.  

 

Table 1. Comparison table of the results 

Model Classes 
Dataset 

Size 

Model 

Parameters 

Accuracy 

(%) 
Runtime 

Model 1 

CNN 

Normal, 

COVID-19, 

Lung Opacity 

3,000 

Image size: 56×56                        

Optimizer: Adam, 

Layers: 7 

91.1 % - 

Model 2 

VGG16 

Normal, 

COVID-19, 

Lung Opacity 

3,000 

Image size: 

224×224                        

Optimizer: Adam, 

Layers: 16, 

LR=0.001 

93.44 % - 

Model 3 

VGG16 - Without 

fine tuning 

Normal, 

COVID-19, 

Lung Opacity 

3,000 

Image size: 

224×224                        

Optimizer: Adam 

Layers: 16 Fine 

tune: 0, LR:0.0001 

88.8 % 17 m:36s 

Model 4 

 VGG16 - With fine 

tuning 

Normal, 

COVID-19, 

Lung Opacity 

3,000 

Image size: 

224×224                        

Optimizer: Adam, 

Layers: 16, Fine 

tune=2, LR:0.0001 

90.5 % 18 m:52s 

Model 5 

Pre-trained VGG16 

(Transfer Learning) 

Normal, 

COVID-19 
400 

Image size: 

224×224                        

Optimizer: Adam, 

LR: 0.001 Pool 

size: (4,4), 

Dropout: 0.5 

100.0 % - 

Model 6 

Pre-trained VGG16 

(Transfer Learning) 

Normal, 

COVID-19 
2,000 

Image size: 

224×224                        

Optimizer: Adam, 

LR: 0.001 Pool 

size: (4,4), 

Dropout: 0.5 

97.5 % - 

Model 7 

‘vit_base_resnet50_

224_in21k’ 

Normal, 

COVID-19, 

Lung Opacity 

3,000 

Image size: 

128×128 

Optimizer: SGD       

Transformer 

resize:150 LR:0.01 

83.0 % 18 m:15s 

Model 8 

‘vit_base_patch16_

224_in21k’ 

Normal, 

COVID-19, 

Lung Opacity 

3,000 

Image size: 

224×224 

Optimizer: Adam       

Transformer 

resize:150 LR: 

0.001 

92.3 % 14 m:24s 
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7. Conclusion 

In conclusion, CNN is a powerful tool to extract the specific features of an image, as shown in the 

model’s performance (91.1%) accuracy. VGG-16 as a CNN-based deep learning model has a good 

performance in solving image classification problems. Using a pre-trained VGG-16 model with fine-

tuning can improve the accuracy, (88.8% and 90.5%). Using position embedding in the encoder-decoder 

architecture of ViT can keep the location of the image’s features. The lower accuracy of ViT models 

compared to CNN-based models in this study is expected because of the small and medium size of the 

datasets. ViT outperforms CNN when training is based on large datasets. 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 3. Sample images from the Kaggle Radiography Dataset, (a) COVID-19, (b) Lung Opacity and 

(c) Normal CXR. 
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