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1 Introduction 

The entry into force of the General Data Protection Regulation (GDPR) [29] in  
the European Union (EU) in 2016 has had a lingering impact worldwide on how 
individuals’ personal data are processed. Essentially, entities that determine the 
purpose and/or process personal data are held more accountable than before for 
protecting the privacy of individuals. For instance, these entities are obligated to 
implement individuals’ rights to transparency and intervention (Art. 12–21 GDPR), 
as well as to take measures for upholding the GDPR’s principles for the privacy 
preserving and secure processing of personal data (Art. 5 GDPR). To reduce the 
risks of privacy violations and data breaches, the GDPR obligates these entities to 
implement Technical and Organizational Measures (TOMs) “to ensure and to be 
able to demonstrate that [personal data] processing is performed in accordance 
with” the GDPR (Art. 24 GDPR). For example, TOMs can include, but are not 
limited to, organizational measures such as risk assessments, implementation of a 
privacy policy, and awareness training for employees, as well as technical measures 
such as encryption and pseudonymization or tools to enforce the data protection 
policy. Among other things, this has caused organizations to (1) reorganize their 
business processes, (2) implement data protection management, (3) redesign their 
privacy policies, and (4) train their employees involved in personal data process-
ing [76]. Failure to comply with the GDPR, such as not implementing the rights 
of individuals or insufficient protection of personal data, has already resulted in 
heavy fines for organizations [67]. Similar to the GDPR, other data protection laws 
around the world now also impose sanctions for these types of breaches, including 
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the CPPA in California [75] and the APPI in Japan [57]. This development has also 
influenced academic discourse in the disciplines of Computer Science, Information 
Systems, and Human–Computer Interaction (HCI) for quite some time. In this 
context, related work on human factors in privacy has focused almost exclusively 
on the needs of individuals whose personal data are being processed, i.e., on the 
needs of data subjects. Among other things, these works include (1) examining the 
effectiveness and behavioral impact of transparency enhancing tools with respect to 
legal requirements [43, 52, 69, 81], (2) studying tools that provide data subjects with 
the ability to intervene and consent as required by law [27, 48, 80], (3) examining 
the compliance of transparency and intervention mechanisms with the GDPR’s 
demand to provide information on personal data processing to data subjects “in 
a concise, transparent, intelligible and easily accessible form, using clear and 
plain language” (Art. 12) [42, 54, 79], (4) studying individuals’ perceptions of 
their (new) rights introduced by the GDPR [3, 61], and (5) designing (new) 
transparency and intervention tools that comply with both legal and individuals’ 
privacy requirements [9, 27, 53, 68, 81]. 

However, the current focus of research on human factors under contemporary 
data protection laws neglects the fact that privacy protection remains highly depen-
dent on the privacy-compliant processing of personal data within organizations 
through the “correct” application and use of TOMs by employees responsible for 
personal data processing [12]. Following the notion of Human-Centered Design 
(HCD), the design of an organizations’ internal TOMs must therefore account for 
the needs and capabilities of data processing employees. TOMs that are simply 
implemented without considering these factors are likely to be ineffective and 
even harmful to the organization. For example, previous work has found that data 
processing employees are not fully familiar with the essential terminology, concepts, 
and basic rules of the GDPR, which increases the risk of non-compliance [78]. In 
addition, TOMs may impose a burden on established business routines and increase 
the workload of data processing employees [36]. In this regard, industry reports 
indicate that up to 90% of all data breaches are caused by some form of human 
error [37]. Particular problems are both the accidental processing of data without 
permission and the forwarding of data to the wrong recipients. For example, this 
is reportedly true for 39% of incidents in the USA in 2019 [60] and for two-
thirds of incidents in the Netherlands in 2020 [62]. Reasons include negligence of 
employees [66], high stress levels at work, and overladen communication channels 
(e.g., email) [11]. Half of the incidents resulted in disciplinary or other professional 
consequences for the employees [30]. The GDPR in particular has therefore 
increased the pressure on organizations and their data processing employees to 
comply with the regulation’s strict rules. 

The obvious solution is to provide data processing employees with TOMs that 
fulfill usability [28] criteria when it comes to the privacy compliant handling of 
personal data. However, stakeholders involved in the design and development of 
TOMs, e.g., employers and IT engineers, often face the challenge of translating 
complex legal, technical, and human requirements into concrete design and archi-
tectural decisions. In particular, the development from scratch and going through a
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complete HCD process can be extremely resource intensive [49]. To speed up the 
development process of TOMs and keep it cost-efficient, it may be advisable to use 
privacy design strategies and privacy patterns. These represent existing and proven 
concepts for the implementation of TOMs. In this chapter, we introduce a privacy 
pattern for the implementation of TOMs for data processing employees. 

The remainder of this chapter is structured as follows: Sect. 2 provides some 
overall background information relevant for the implementation of TOMs using 
privacy patterns. Section 3 then provides a brief outline of the HCD development 
process of our own privacy pattern, including the requirements elicited. Next, our 
privacy pattern is presented in Sect. 4, followed by insights gained in our evaluation 
in Sect. 5. We then conclude this chapter in Sect. 6 by summarizing our approach. 

2 Background 

This section provides background information on the implementation of TOMs 
using privacy patterns under the GDPR. Section 2.1 provides a brief overview of 
the key principles set out in the GDPR that must be adhered to when processing 
personal data and that TOMs should help comply with. Section 2.2 outlines the 
principles of the design philosophy Privacy by Design (PbD) to be considered 
when implementing TOMs. At last, Sect. 2.3 describes how privacy patterns can 
be leveraged to implement TOMs that comply with these principles. 

2.1 GDPR Principles 

Generally speaking, the implementation of TOMs is supposed to help entities who 
process personal data to comply with the GDPR’s foundational principles put 
forward in Art. 5 of the regulation. In the following, we provide an overview of 
the different principles and briefly explain their implications for the development 
of TOMs aimed at assisting data processing employees in the privacy-compliant 
handling of personal data.

• Lawfulness, fairness, and transparency denote (1) that personal data processing 
must be based on a valid legal basis prior to processing, (2) that personal 
data are not processed in a manner that is unjustifiably harmful, unlawfully 
discriminatory, unexpected, or deceptive to data subjects, and (3) that personal 
data processing is transparent, open, and clear to data subjects. The design of 
TOMs should generally help ensure that the processing of personal data by data 
processing employees complies with these principles. For example, depending on 
the situation, TOMs should help data processing employees understand whether 
the processing of personal data is based on an organization’s legitimate interests
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or must be based on the data subject’s consent. TOMs should also help inform 
data subjects about the nature and scope of the processing.

• Purpose limitation denotes that personal data may only be obtained for specific, 
explicit, and legitimate purposes. The data must not be processed in a way that 
is incompatible with the purposes for which they were obtained. TOMs should 
therefore ensure that data processing employees process personal data only for 
specified purposes to perform a specific job task.

• Data minimization refers to only processing personal data that are adequate, 
relevant, and limited to what is necessary for a given purpose. Thus, TOMs 
should facilitate limiting data collection to personal data that are necessary for a 
purpose associated with the job tasks of data processing employees.

• Accuracy indicates that the personal data processed are accurate and up to date 
and that reasonable efforts are made to erase or rectify inaccurate data in relation 
to a specific purpose. TOMs should therefore help data processing employees 
ensure that the personal data they process meet these characteristics.

• Storage limitation denotes that the processing of personal data does not allow 
identifying data subjects for longer than is required for the original purpose or 
to comply with legal obligations. TOMs should therefore delete personal data or 
make personal data inaccessible to data processing employees after a job task has 
been completed, and no legal regulations prescribe longer storage.

• Integrity and confidentiality require the implementation of appropriate technical 
and organizational safeguards to ensure personal data security, including safe-
guards against unauthorized or unlawful processing, accidental loss, destruction, 
or damage. Accordingly, TOMs should only grant access to personal data if data 
processing employees are authorized and the job task requires the personal data 
processing. TOMs should further support data processing employees in storing 
and processing personal data in a suitably protected manner.

• Accountability means that controllers, i.e., entities who define the purposes for 
personal data processing, ensure and are able to demonstrate compliance with 
the aforementioned principles. This generally requires controllers to ensure and 
be able to demonstrate that their data processing employees’ actions comply 
with these principles. This may include providing privacy policies based on an 
inventory of processing records, documenting and tracking processing activities, 
and creating data protection awareness among data processing employees. 

2.2 Privacy and Data Protection by Design 

The GDPR requires that the implementation of TOMs takes into account the 
principles of data protection by design and by default (Art. 25 GDPR). These 
principles build upon the design philosophy of Privacy by Design (PbD) [16]. PbD 
advocates that “privacy must be incorporated into networked data systems and 
technologies, by default. Privacy must become integral to organizational priorities,
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project objectives, design processes, and planning operations” [16]. PbD provides 
seven principles on how to integrate privacy [16]: 

1. Proactive not reactive; preventative not remedial—all privacy policies and 
mechanisms must be in place prior to processing so that privacy issues can be 
resolved before they become real problems. 

2. Privacy as the default—the default case guarantees integrity of privacy and pro-
vides fair processing of personal data. This includes, but is not limited to, purpose 
limitation, data minimization, transparency, and intervention capabilities. 

3. Privacy embedded into design—privacy protection should not be considered an 
“add-on” but an integral part of information systems and business practices. It 
requires considering the broader context and all stakeholder views for finding the 
best solution. 

4. Full functionality—PbD means promoting privacy as a complement, not a trade-
off, and provides for innovative and creative solutions, which take into account 
all legitimate interests. 

5. End-to-end security—privacy requires consideration of the entire processing 
chain, from collection to destruction of personal data (“cradle to grave”). 

6. Visibility and transparency—controllers should meet their accountability obliga-
tions by demonstrating compliance and providing truthful information about the 
processing. 

7. Respect for user privacy—data protection should reflect the interests and needs 
of data subjects and requires user-oriented approaches in the design of tools, 
information systems, and business processes. 

In 2010, the International Conference of Data Protection and Privacy Com-
missioners recognized PbD “as an essential component of fundamental privacy 
protection” and promoted its widespread adoption in legislation [63]. However, 
the translation of its principles into specific guidelines for action is a major 
practical problem [6, 24, 39, 73, 74]. PbD is frequently linked to Privacy Enhancing 
Technologies (PETs, see also the chapter “Acceptance Factors of Privacy-Enhancing 
Technologies on the Basis of Tor and JonDonym”) because their development 
usually implicitly takes into account some PbD principles, in particular, privacy 
by default and end-to-end security [24]. However, PbD has always taken a holistic 
view and must be seen as a kind of lesson from the past, showing that implementing 
privacy by means of technology is only part of the answer toward more privacy, but 
not the answer itself [50]. That is, PETs should be understood as an integral part of 
PbD but must be accompanied by complementary measures that respect the privacy 
implications at the design stage of the technology. 

Moreover, implementing PbD using a purely legally oriented process promotes 
the manifestation of one-size-fits-all solutions, which are detrimental to effective 
privacy protection because they disregard the nature of privacy, which is indi-
vidualistic, contextual, diverse, and multifaceted [44, 51]. That said, PbD itself 
already takes this issue very much into account, promoting the principle of respect 
for user privacy—keep it user-centric. It essentially requires human factors of 
privacy to be incorporated in every IT system and business process [16, 17]. In
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particular, it emphasizes on the need for privacy controls to be “human-centered, 
user-centric, and user-friendly so that informed privacy decisions may be reliably 
exercised” [16]. As such, there are increasing efforts to reinforce this principle in 
TOM development [32] and to expand the implementation of PbD to a human-
centric process which accounts for this need [7, 31, 51, 71]. 

2.3 Privacy (Design) Patterns 

Privacy patterns are design patterns used to translate the abstract principles of PbD 
and data protection by design and by default into practical advice for developing 
privacy-friendly systems and processes. In the following, we first briefly introduce 
the idea behind design patterns in general and then provide an overview of the use 
of privacy patterns in system design, business process design, and in HCI. 

Design Patterns 

Design patterns are proven solutions to known and recurring problems in a 
specific domain that are systematically recorded and documented [35]. The pattern 
approach was first developed and introduced in the field of urban and building 
architecture to document proven architectural designs in a standardized structure [2]. 
Later, the concept of design patterns became particularly popular in software 
engineering [35] and was eventually adapted to related fields, such as human– 
computer interaction [22] and cybersecurity [83]. Since the design of complex 
systems usually involves a wide range of recurring problems, engineers also usually 
need to draw on different design patterns to implement system requirements. 
To facilitate access to various design patterns, they are commonly organized in 
pattern catalogs. A pattern catalog represents a collection of design patterns that 
systematically classifies design patterns into different categories [14]. Its underlying 
systematization can be informal or based on formal pattern taxonomies. Pure pattern 
catalogs often consider patterns in isolation and ignore the fact that design patterns 
are frequently interdependent with other design patterns. For example, a design 
pattern may represent, among other things, an aggregation or specialization of 
other design patterns. Therefore, if a pattern catalog contains a sufficiently large 
number of design patterns, it may be useful to convert it into a pattern system 
capable of describing these dependencies [14]. Pattern systems, also known as 
pattern languages, describe dependencies between individual design patterns based 
on a predefined set of relationship types, as well as guidelines and rules for their 
implementation [15].
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Privacy Pattern Collections 

The concept of design patterns from software development was later extended to 
security [83] and privacy [65, 70]. Continuous efforts by the research community 
have resulted in a comprehensive collection of privacy patterns being available 
today, covering a multitude of topics including but not limited to anonymity [70] 
and pseudonymity [34], the development and application of privacy-enhancing 
technologies [40], as well as issues targeting human-computer interaction [25, 33, 
38] with an emphasis on transparency [72]. The privacy patterns mainly support 
designers and developers in identifying privacy requirements for their system or 
process, provide suggestions for a suitable system architecture, or provide concrete 
design and implementation guidelines [47]. To this end, the pattern descriptions 
are often accompanied by conceptual representations, UML diagrams, sequence 
diagrams, and screenshots. Many of the privacy patterns available have further been 
documented in a repository that is maintained by a collaboration of international 
researchers.1 The patterns have also been organized into catalogs targeting specific 
domains, such as the online context [4, 65] and the Internet of Things [55]. In addi-
tion, some catalogs categorized patterns according to the principles of the privacy 
framework in ISO/IEC 29100 with the aim of further simplifying the application 
of privacy patterns to comply with international standards and privacy laws [4, 26]. 
Meanwhile, there are first proposals for privacy pattern systems [19, 20, 40], as well 
as proposals for a suitable modeling language to concisely describe dependencies 
between privacy patterns [15]. 

Privacy Design Strategies and Tactics 

Privacy design strategies allow a mapping between legal requirements and system 
requirements and are suitable for specifying clear objectives related to PbD in 
order to achieve a certain level of privacy protection [21]. For better distinction 
and labeling, privacy patterns are often classified according to eight privacy design 
strategies [41]: (1) Minimize the amount of personal data that are processed (2) 
Hide personal data and their interrelationships from plain view (3) Separate the 
processing of personal data into compartments (4) Aggregate personal data to the 
highest level and with the least possible detail (5) Inform data subjects about 
personal data processing (6) Control over personal data processing by data subjects 
(7) Enforce privacy policies compatible with legal requirements (8) Demonstrate 
compliance with privacy policies and legal requirements 

A recent literature survey revealed that about half of the privacy patterns 
published in peer-reviewed articles focus on the strategies hide and separate, 
which are usually strongly characterized by the use of TOMs [47]. In addition, 
various tactics are available for implementing each data protection strategy. A tactic

1 https://privacypatterns.org/ 

https://privacypatterns.org/
https://privacypatterns.org/
https://privacypatterns.org/
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represents a homogeneous set of privacy patterns and summarizes their underlying 
main concept [21]. Tactics provide a useful intermediate level of abstraction for 
modeling systems and processes because they are more fine-grained than privacy 
strategies, but more abstract than privacy patterns. 

Patterns for Business Processes and Workflows 

Akin to design patterns for system design and architecture, there also exist 
patterns for modeling business processes to include obligations imposed by privacy 
laws [1, 5, 8, 13, 18, 64]. Patterns in this category support organizations in modeling 
their high-level architecture and business processes while incorporating PbD. Some 
approaches employ enterprise architecture model description languages to make 
the interdependence of systems and the associated data flows transparent and 
understandable [18]. This also allows determining which components must be added 
or implemented in order to comply with privacy principles or regulatory require-
ments [10]. Other approaches employ description languages for business process 
models to incorporate privacy principles and regulatory-mandated organizational 
measures into business processes by default [1, 5, 8, 13, 64]. 

However, the scope covered by the approaches varies; some works focus on 
patterns covering the standard cases of data protection law, in particular those 
of the GDPR. Cases covered include controllers’ obligations and data subjects’ 
rights [1, 18, 64]. They may be used as templates by organizations and archi-
tects to avoid having to model standard processes themselves. Second, there are 
methodologies available for modeling legal requirements and creating patterns using 
standard modeling languages [8, 13, 64]. They support organizations and architects 
in documenting their own patterns and processes in a comprehensible and consistent 
manner. Third, some works present more specific patterns for business processes 
in certain contexts that help to reduce the level of abstraction of the former two 
approaches [5]. 

Usable Privacy and Interaction Patterns 

Privacy patterns focus not only on technical and architectural aspects but also on 
usability aspects, i.e., designing privacy protection in a human-centered manner to 
make it efficient, effective, and satisfying for the respective user group. To this end, 
numerous so-called HCI (privacy) patterns have been proposed to provide usable 
interfaces for PETs [33, 38]. In particular, several patterns have been proposed under 
the design strategy inform, which are commonly referred to as privacy transparency 
patterns and are suitable for implementing data subjects’ information rights [33, 72]. 

Independent of the topic of privacy, design patterns that define problems and 
solutions targeting the perceived interaction behavior are generally referred to as 
interaction design patterns [22]. The term emerged in the HCI community to clearly 
distinguish design patterns with a focus on interaction behavior from design patterns
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for the realization of interfaces in software engineering. Interaction design patterns 
are usually the result of a HCD process in which the pattern was developed and 
evaluated together with the affected stakeholders [33, 56]. 

3 Privacy Pattern Development 

In this section, we outline the development process of our privacy pattern Data Cart. 
Generally speaking, stakeholders involved in the design and development process of 
tools that adhere to PbD need a deep understanding of (1) the situation and context 
in which the tools will be used, as well as (2) the personal data processing activities 
for which the tools will be used [58]. To incorporate these aspects early in the design 
process for a privacy pattern for data processing employees that supports them in the 
data protection compliant handling of personal data, we applied a User-Centered 
Design (UCD) approach (see the chapter “Achieving Usable Security and Privacy 
Through Human-Centered Design”) with data processing employees from two 
public institutions in Germany. In the following, we first provide a brief overview of 
the UCD study in Sect. 3.1. Then, in Sect. 3.2, we outline the main requirements 
identified for tools to support our stakeholders in managing personal data in a 
privacy-compliant manner. The detailed study procedure, elicited requirements, and 
development process are available elsewhere [77]. 

3.1 User-Centered Design Study 

A total of 19 data processing employees participated in our UCD study. A summary 
of their demographics is available in Table 1. Overall, our sample was highly 
educated, as all participants held a university degree. At the time of participation, 
they had been in their job and with the organization for between 1 and 19 years 
(median . = 3 years and mean . = 5.4 years). In most cases, our participants held 
multiple job roles, including research officer, third-party funding officer, legal offi-
cer, team assistant, network manager, and innovation manager. Their tasks included 
consulting and coaching activities, guiding and supporting grant applications or 
patent approvals, and monitoring ongoing projects or start-ups. In these activities, 
they primarily processed personal data of employees of the organization. The data 
typically included personnel data, contact data, and demographic data. In addition, 
our participants often processed classified information (e.g., patents). Other tasks 
include public relations and marketing as well as networking, which includes the 
regular planning and hosting of events. These activities require extensive processing 
of private and professional contact data, as well as image recordings. In all of these 
activities, participants regularly cooperated and communicated with their colleagues 
and other departments or with external organizations such as project sponsors and 
funding agencies. Particularly often, our participants were in contact with the HR
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Table 1 Participant demographics 

ID SexS Age (years) Education (highest) Job description (primary) Job tenure (years) 

P01 f 35–44 PhD Research Funding Officer 6–10 

P02 f 35–44 PhD Research Promotion Officer 1–5 

P03 m 25–34 PhD Research Officer 1–5 

P04 f 45–55 Master’s degree Research Officer 1–5 

P05 f 45–55 Master’s degree Research Officer 1–5 

P06 f 45–55 Master’s degree Research Officer 6–10 

P07 f 35–44 Master’s degree Research Officer 1–5 

P08 f 35–44 Master’s degree Network Manager 16–20 

P09 m 25–34 Master’s degree Innovation Manager 1–5 

P10 f 55–65 State exam Research Officer 16–20 

P11 f 35–44 State exam Legal Officer 1–5 

P12 f 25–34 Master’s degree Third-Party Funding Coordinator 1–5 

P13 f 35–44 Master’s degree Research Officer 6–10 

P14 f 35–44 PhD Research Officer 1–5 

P15 f 35–44 State exam Third-party Funding Coordinator 1–5 

P16 f 45–55 Master’s degree Research Officer 1–5 

P17 f 45–55 Master’s degree Research Officer 6–10 

P18 f 35–44 PhD Research Officer 6–10 

P19 f 45–55 Bachelor’s degree Team Assistant 6–10 

Note. SOptions were diverse, female, male, prefer not to say

Department to request personal data instead of obtaining them directly from the 
data subjects. In most cases, their tasks require sharing (personal) data with others 
or using the data to generate statistics and reports. Thirteen participants self-reported 
processing personal data very frequently or regularly, while six participants reported 
processing such data occasionally. 

The UCD study consisted of a series of eight workshops to investigate the data 
processing employees’ needs for assistance in handling personal data and to evaluate 
potential solutions. An overview of the full development process is given in Fig. 1. In  
the first workshop, we adopted a concept of Polst et al. [59] in order to familiarize 
ourselves with the stakeholder group and their everyday work. In the subsequent 
workshops, we elicited common problems that our participants encountered when 
processing personal data. We explicitly addressed data protection concerns and 
asked as to how they envision a redesign of the processes to improve privacy. Based 
on the obtained feedback, we developed a concept and refined it in several sessions 
with UX designers and usable privacy and security experts. We then evaluated the 
concept using pen and paper mockups to conduct a pluralistic walkthrough [82] 
with our participants. From the results, we compiled a list of final requirements 
and drafted a prototype. The prototype was implemented as a web application. It 
included several scenarios of our participants’ everyday work. We ran formative 
usability tests to evaluate the prototype’s usability and privacy-enhancing properties.
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Fig. 1 Summary of the development process of Data Cart. Note that due to busy schedules of our 
participants and staff turnover in the departments, not all participants participated in all steps of the 
UCD study (N.participants total = 19) 

We also discussed the extent to which the tool would change established work 
processes and the handling of personal data with our participants. 

For the most part, we relied on focus groups because we expected our participants 
to enrich each other [45], but we also used interviews because both methods are 
well suited for both requirements elicitation and evaluation [46]. We either adapted 
existing workshop concepts to our needs or created our own study protocol in 
accordance with established guidelines. All study protocols were designed and 
reviewed by two subject-matter experts, as well as researchers from a larger research 
project team, and researchers with experience conducting user studies. Depending 
on the type of study, we piloted studies with members of our own institutions or 
other organizations. 

3.2 Data Processing Employee Requirements 

Participants identified numerous problems and opportunities to improve workflows 
and strengthen data protection within them. Major concerns were the inconsistent 
processes and decentralized infrastructure across different departments. This greatly 
affects the gathering of personal data and the handling of outdated data. Participants 
complained that much of their time was spent communicating with other depart-
ments, such as HR, or with the data subjects themselves when they needed data. 
Employees rated clearly identifiable responsibilities and fast, as well as complete, 
responses to their inquiries as essential factors for their job tasks, as they are often 
subject to tight deadlines. 

Moreover, participants were well aware of their responsibility in dealing with 
personal and classified data. They assured that they strived to act to the best of 
their knowledge but expressed their uncertainties in practice. In particular, they 
felt insecure due to a lack of knowledge about data protection rules that apply 
to certain situations and data. They desired tools to keep them from committing 
unlawful actions and demanded clear instructions without any room for interpreta-
tion. Besides, participants showed concern about the lack of transparency of their 
processing activities to data subjects and were also unaware whether and how data 
subjects would have consented. Consequently, they asked to make the extent of 
processing and data flow transparent to data subjects.
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4 The Data Cart Privacy Pattern 

A key requirement of data processing employees is the timely and effective access 
to personal data that are usually not under their control. Therefore, a primary 
task is to assemble a set of different and varying personal data and data subjects 
from external sources that are needed for a particular business process. This may 
require initiating multiple data queries, keeping track of them, and processing the 
responses. Similar complexity in the compilation and tracking of different items 
and attributes is a well-known problem in online shopping. This is why we adapted 
the shopping cart2 interaction pattern to our context and created the metaphor of a 
“data cart.” The metaphor builds on data processing employees’ existing knowledge 
of interaction concepts for complex processes where one first defines an output 
based on metadata, considers different statuses (e.g., availability), and only gains 
access after completing different tasks (e.g., payment, delivery). For this purpose, 
the steps necessary to model the processing of personal data in administrative tasks 
have been roughly mapped to an online shopping cart. The data cart metaphor 
serves two purposes. First, we used the metaphor in the context of our internal 
design and development cycle, as well as in internal communication within the 
research team. This allowed for a common understanding of the interaction concept 
among all researchers. Second, we also used the metaphor to break down the 
complexity of data protection for our participants and integrate privacy requirements 
into meaningful workflows that align with their needs. 

Based on the data cart metaphor and taking into account legal concerns and 
stakeholder requirements, we developed an employee-centric solution that provides 
sufficient flexibility to meet various use cases of our stakeholders related to the 
processing of personal data. The solution basically provides for synchronizing the 
recurring tasks of retrieving and managing personal data with privacy obligations. 
The result is a harmonized combination of process flow and interaction concept, 
which we have documented as a privacy pattern. In the remainder of this section, 
we provide a basic description of the pattern following established templates [19]. 

Name Data Cart 

Summary A single point of access for data processing employees to obtain and 
manage personal data in a data protection compliant manner. 

Context This pattern applies to data processing employees working in organiza-
tions that elicit personal data as a part of an overarching business process and 
must share the personal data with other entities or departments as part of this 
business process. Elicitation is usually done in structured surveys through forms or 
by requesting the personal data from other departments within the organization. The 
pattern has been evaluated with data processing employees from public institutions 
who mainly process employee personal data for purposes such as academic services,

2 https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php? 
patternID=shopping-cart 

https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
https://web.archive.org/web/20211124013206/http://welie.com/patterns/showPattern.php?patternID=shopping-cart
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consulting, and patent registration and exploitation. The personal data processed 
generally included information on contact, education, finances, professional activity, 
as well as pictures and personal identifiers. 

Problem Data processing employees are frequently required to process personal 
data for (time-critical) job tasks, which necessitates extensive communication 
with an organization’s employees, departments, and partners. In an organization, 
particularly heterogeneous business processes prevent effective data inquiries, either 
because the data received are incomplete and incorrect or because the correct contact 
person in other departments is unknown. In many of these cases, data processing 
employees perceive data protection as a burden because they are uncertain whether 
they act in compliance with data protection, or whether certain measures are 
necessary, and how they should put them into practice. In practice, data processing 
employees thus act with uncertainty and make efforts to protect themselves from 
misconduct that they do not know are necessary or even correct. As a result, 
employers, as data controllers thus liable for the actions of their employees, may 
subsequently fail to comply with their accountability obligations. 

Solution Provide a privacy enhancing personal data management interface to 
personal data that (1) streamlines data collection processes in organizations and 
aligns them with data protection requirements, (2) standardizes access to personal 
data for data processing employees, (3) simplifies access to privacy policies for 
data processing employees, and (4) supports both controllers and data processing 
employees in demonstrating transparency and compliance by documenting process-
ing activities. 

GDPR Principles Lawfulness, fairness, and purpose limitation are addressed by 
reducing human error due to ignorance, since information about the legal basis and 
purpose become an integral part of any request for personal data; data minimization 
and accuracy are achieved through (1) centrally controlled access to personal data, 
(2) provision of meta-information about data, and (3) triggering of updates, and 
storage limitation and integrity and confidentiality are supported by incorporating 
privacy by default (e.g., encryption of exports) and data handling information. Fair-
ness, transparency, and accountability are supported by the implicit documenting of 
requests. Accountability is further addressed by making data processing employees 
aware of personal data processing obligations through clear and uniform privacy 
notices. 

Privacy Design Strategies [41] 
Primary:

• Enforce privacy policies compatible with legal requirements
• Demonstrate compliance with privacy policies and legal requirements 

Supports:

• Minimize the amount of personal data that are processed
• Inform data subjects about personal data processing
• Control over personal data processing by data subjects
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4.1 Process Flow Model 

In this section, we describe the process flow associated with the Data Cart solution 
outlined above. It shall serve IT architects, developers, and process managers as 
a means to understand and integrate the Data Cart pattern into their own systems 
and processes, respectively. The process flow divides into tasks to define a personal 
data processing activity, process personal data, and demonstrate compliance. The 
basic flow is outlined in Fig. 2 and divides into eight tasks. A detailed process 
flow diagram is shown in Fig. 3. The process flow starts by assuming that a data 
processing employee has a demand to process personal data and opens the Data 
Cart interface. The process flow is as follows: 

1. The first process step requires data processing employees to model a data 
processing activity to be performed. For this purpose, they must choose a 
processing activity from the organization’s records of processing activities for 
which they are authorized. According to Art. 30 GDPR, this directory must be 
maintained by all data controllers with regular processing activities and contains 
a list of all legitimate personal data processing activities. Each entry comprises 
a purpose, categories of personal data, categories of data subjects, categories 
of recipients, legal basis, and, if applicable, further information on technical 
and organizational measures. Upon selection, employees are provided with a 
summary of the processing record. This requires employees to become aware 
of the legal basis before processing begins. In the event that the personal data 
have already been collected via form, this can also be imported instead. In such 
a case, the appropriate processing record entry can be selected automatically. 

2. In the second process step, data processing employees define tuples of required 
categories of personal data and data subjects. They may also add additional 
details, such as specific recipients, the version of personal data they require, 
or a personal message to the data source (e.g., data subject, department). Once 

Fig. 2 Flow of the concept developed using the metaphor of a data cart
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finished, the modeled processing activity is to be submitted as a new data 
processing request. 

3. The submitted processing request must then be validated by verifying for 
lawfulness of processing against the processing policies extracted from the record 
of processing activities and by checking the availability and timeliness of the 
personal data requested. 

4. The next process step comprises obtaining missing personal data and per-
missions. Depending on the processing activity, this may require initiating 
requests to the respective data subjects or departments to provide the missing 
data and approvals. It is critical from our stakeholders’ point of view that the 
request be structured and that input validation is performed. Requests must also 
include detailed information about the requester and their legitimacy, as well as 
procedural and legal aspects of the underlying processing. Our own pattern does 
not specify how such a request should be designed, but privacy patterns similar 
to informed consent may be used here [33]. 

5. After all tasks have been completed, data processing employees get access to 
a privacy enhancing personal data management interface. It provides access to 
metadata of the data processing request, including status information and details 
about the tuples requested. In addition, it provides access to contextual privacy 
policies and reminders extracted from the organizations’ directory of processing 
records. Furthermore, the interface provides the ability to request additional 
combinations of personal data and data subjects and to request access to the 
personal data (e.g., exports). 

6. To access raw personal data, data processing employees must choose a specific 
purpose for which they require the data. Based on this, they should be provided 
with an export of the personal data, which contains only the data authorized 
for the purpose and recipients. The export should be adequately protected by 
default, as our stakeholders do not have the necessary knowledge to do this 
themselves. All exports should further contain a copy of the data protection 
information provided in the data management interface, as well as an ID to ensure 
traceability of the exported file to the original request. The exported personal data 
then shall be further processed by data processing employees as required. Based 
on stakeholder feedback, we recommend using common data exchange formats 
(e.g., MS Excel). 

7. All actions, including requests for data and data exports, are logged to document 
all personal data processing activities. After completing a processing activity, 
requests can be archived and serve as evidence for later audits and traceability. In 
addition, the activity log may be used to create a usage history for data processing 
employees. 

8. Furthermore, the here described concept advocates transparency and conceptu-
ally provides that data subjects are informed about the processing carried out 
on the basis of the activity log. This is not covered by our own pattern. Instead, 
depending on the needs, existing tools and components optimized for employees 
in their role as data subjects may be used for this purpose [23, 68].
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4.2 Interaction Concept 

Based on the process flow outlined above, we developed a corresponding user 
interaction concept that reflects our stakeholders’ point of view. The interaction 
concept including a mapping to the requirements elicited is shown in Fig. 4. The  
interaction concept is divided into five parts. 

Fig. 4 Basic interaction concept designed following the data cart metaphor
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1. First, data processing employees should be offered a personal data management 
tool that provides for centralized access to personal data and enforces consistency 
of the full data management process. 

2. To model a data processing request, data processing employees should be 
provided with a preloaded list of processing activities for which they are 
authorized. Upon selection, employees should be provided with a summary of the 
processing record. In addition, the planned processing must be given a name and 
a description. These steps require employees to become aware of the legal basis 
before processing begins. At the same time, the interaction concept provides 
for contextual support, such as providing templates and contextual information. 
Templates may be based on previous requests, too. 

3. To define tuples of personal data and data subjects, data processing employees 
should be provided with predefined lists. For personal data, these lists may be 
derived from the selected processing record entry and should be offered as a pre-
selection. Likewise, data subjects should be accessible from a list of employees 
in the organization. The interface should further support the iterative adding of 
multiple different combinations. 

4. When submitting the request for validation, the results should be provided for 
review in an overview. It should include status information on whether the 
processing activity can start immediately after submission of the processing 
request or whether additional actions are required, such as collecting personal 
data or obtaining consent. Detailed status information should be accessible as 
needed. 

At this point, further information may be added to the request. Employees 
may choose whether to request the data directly from the data subjects, via an 
administrative department, or in a customized manner. They may also compose 
individual messages to the data subjects and set a deadline for responding to the 
request. 

5. The privacy enhancing data management interface should provide detailed 
information on the status of pending requests. In addition, it provides frequently 
needed or important information on data protection tailored to its users’ needs. 
This includes information on allowed processing operations, whether processing 
has been approved, to whom data may be disclosed, deletion periods, data 
sensitivity, and how data must be safeguarded. In general, the interface aims 
to provide such notices at a glance, with details accessible when necessary. 
Additional visualizations and a help section for questions accompany detail 
views. 

5 Data Cart Evaluation Results 

In this section, we report on results obtained in the UCD study by evaluating our 
Data Cart mock-ups. We report on our participants’ perceptions and understanding 
of the “data cart” metaphor in Sect. 5.1. We then present our participants’ feedback
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on Data Cart’s properties for data protection in Sect. 5.2, followed by limitations 
and open issues in Sect. 5.3. 

5.1 Metaphor and Concept Understanding 

Overall, we found that the data cart metaphor was helpful in outlining the basic 
assumptions and processes of the Data Cart concept to data processing employees. 
In particular, we found that the data cart metaphor supports data processing 
employees in understanding that a personal data processing operation always 
requires the definition of a tuple consisting of one or multiple purposes, data 
subjects, and data categories, but without the need to understand the details of the 
GDPR. In this context, the data cart metaphor was useful to explain the basics of 
a directory of processing activities, since we found that data processing employees 
in our UCD study were generally unfamiliar with this concept and its meaning. 
Only one participant indicated that they knew their organization maintained such a 
directory. 

5.2 Data Protection Properties of Data Cart 

In total, we identified five themes on data protection in our participants’ feedback 
on Data Cart. The themes are summarized in Table 2. 

Desire for Systematic Data Protection by Design In general, the Data Cart 
concept encouraged our participants to discuss their need for systematic data 
protection that integrates with work processes, rather than always being added 
as an additional expense and interfering with work. Participants pointed out that 
the correct handling of personal data “is too often overlooked in everyday life, 
and the use of a such a tool would, on the one hand, simplify this and, on the 
other hand, somehow make you aware of the relevance of data protection and 
data” (P06). Furthermore, our participants praised the PbD approach taken by Data 
Cart, because “[personal data] would be handled in a more sensitive way without 
making it [(data protection)] too much of an issue” (P04). In addition, the approach 
to systematic data protection in the form of Data Cart “creates legal certainty and 
can somehow take away uncertainty” (P05) when dealing with personal data: “Well, 
basically, because everything is already predefined [. . . ] I think you feel a bit safer,  
because you can make fewer mistakes yourself, because it is automated or because 
hints are given” (P03) and “because I don’t have to worry at all about whether the 
person consents or not, because it is all there” (P03). 

Central Source of Information for Data Protection Our participants positioned 
Data Cart as a central information platform for data protection topics, which 
“compiles the information quite well, so you don’t have to go through the hassle of
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Table 2 Summary of participant feedback related to data protection properties of Data Cart 

Theme Description 

.Desire for systematic data pro-
tection 

. � Establishing data protection by design 

. � Enabling efficient, effortless, and secure handling of 
personal data 

.Central source of information 
for data protection 

. � Eliminating non-uniform handling of data protection rules 
by providing clear and understandable instructions on data 
protection 

. � Keeping data privacy information available and allowing 
quick access to “important” information 

.Raising awareness of data pro-
tection 

. � Sensitizing data processing employees for data protection 

. � Allowing sensitization of data subjects 

. � Correcting and aligning interindividual understanding of 
“sensitive data” 

.Integration limits as a barrier for 
data protection 

. � Transitions between processes and systems are critical for 
data protection compliance 

. � Processing of data remains unaffected without adaptation 
of processes 

Consequences of systematic 
data protection as an obstacle to 
work 

. � Conflicting with established work practices and procedures 

finding out how to proceed with it [(personal data)]” (P03). Particularly important 
was quick access to important information, i.e., that one can “immediately see which 
data I’m allowed to pass on externally or internally, I think that’s pretty good” (P05) 
“because you’re simply dealing with sensitive data, and you don’t always know 
whether you’re allowed to [process data] or not” (P01). 

Raising Awareness of Data Protection Data Cart is seen as a driver of awareness 
for both data processing employees and data subjects. Our participants particularly 
welcomed the sensitization for legally compliant data processing: “Otherwise, you 
are just less aware of it, so I think it makes you more aware that these are all 
very important data and that they must also be specially protected” (P04). Here, 
too, PbD played a role: “Because otherwise it’s like this in the everyday handling 
of data: I don’t even think about what people have approved, what they haven’t 
approved” (P08), but “just by having this tool at your disposal, you’re more likely 
to even think about ‘do I need to pay attention to anything right now?’.” At the same 
time, documentation and communication through Data Cart allows data processing 
employees to fulfill their desire to inform data subjects: “I find this tool quite good 
for that. That I can then write to [those] whose data I process [. . . ] and make them  
aware that their data are being processed and whether they agree to it at all” (P06). 

Integration Limits as a Barrier for Data Protection Our participants noted 
that tools like Data Cart cannot solve all privacy issues. Especially if tools are 
introduced as a supplement to existing processes or current workflows, “because
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then the data are accessible again: I have to archive them for later auditing [. . . ]  
and then, of course, these sensitive data are stored there. That’s a place where 
everyone has access” (P04). Further problems arise from the lack of digitalization, 
since requests for project proposals are often made via traditional means of 
communication not under control of Data Cart, yet they may already contain critical 
data: “But I wonder what happens when you simply receive data. So just in everyday 
work, one simply gets some kind of data by email” (P15). 

Consequences of Systematic Data Protection as an Obstacle to Work It 
becomes clear that the handling of personal data enforced by Data Cart creates 
new obstacles: “Because if we use this here, we make the request, it gets approved, 
so the data have to be checked first [. . . ] At that moment, we  can’t continue at that 
point. And that delays some workflows” (P01). In particular, lack of or denial of 
approval is perceived as the biggest obstacle: “If someone’s data are not approved, 
then I can’t continue processing. Of course, we don’t have this situation now 
because no one knows that the data are being used” (P06). 

5.3 Limitations and Open Issues 

Based on our analysis of Data Cart, we identified several further topics and 
issues related to TOMs like Data Cart from the perspective of data processing 
employees [77]. For example, there are possible integration barriers, especially if 
tools are introduced as a supplement to existing processes or current workflows. 
Further problems may arise from a lack of digitalization in organizations, which 
could cause a significant overhead in both the integration and operation. Further 
issues may result from the consequences of systematic data protection, as it enforces 
a specific way of working that might need additional change management efforts. 
These potential issues should definitely be considered when implementing tools 
based on Data Cart and will require further investigation in the future. 

6 Conclusion 

Data processing employees have always played an important role in putting privacy 
goals into practice. To assist them in the privacy-compliant handling of personal 
data, TOMs must be designed to align with their needs and capabilities. To this end, 
this chapter introduced and presented the privacy pattern Data Cart, consisting of 
a process flow model and interaction concept. Data Cart offers a practical solution 
to stakeholders involved in privacy research or engineering for the human-centered 
design of TOMs under the GDPR. It (1) streamlines data management processes 
and brings them in line with data protection requirements, (2) standardizes access 
to personal data, (3) facilitates employee access to privacy policies, and (4) enables
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documentation of personal data processing. In general, we found that Data Cart 
addresses data processing employees’ desire for systematic data protection, i.e., data 
protection that integrates with work processes, rather than always being added as an 
additional expense and interfering with work. In this context, a PbD approach seems 
to be valued for implicitly enforcing data protection in the handling of personal data 
by designing the entire process from the perspective of data processing employees. 
By mapping the organization’s requirements directly into the process and interface 
design, data processing employees benefit by focusing more on the essential process 
and being less exposed to uncertainty when processing personal data. In our UCD 
study, data processing employees perceived Data Cart as a relief because it reduces 
the manual compliance effort on their end. Data Cart may be adapted in the future 
to meet participants’ demands for more comprehensive solutions and become an 
integral part of standard software or its own class of standard software for privacy 
management used in organizations. 
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