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Large display environments are highly suitable for immersive analytics. They provide

enough space for effective co-located collaboration and allow users to immerse

themselves in the data. To provide the best setting—in terms of visualization and

interaction—for the collaborative analysis of a real-world task, we have to understand

the group dynamics during the work on large displays. Among other things, we have

to study, what effects different task conditions will have on user behavior. In this paper,

we investigated the effects of task conditions on group behavior regarding collaborative

coupling and territoriality during co-located collaboration on a wall-sized display. For

that, we designed two tasks: a task that resembles the information foraging loop and

a task that resembles the connecting facts activity. Both tasks represent essential

sub-processes of the sensemaking process in visual analytics and cause distinct

space/display usage conditions. The information foraging activity requires the user to

work with individual data elements to look into details. Here, the users predominantly

occupy only a small portion of the display. In contrast, the connecting facts activity

requires the user to work with the entire information space. Therefore, the user has to

overview the entire display. We observed 12 groups for an average of 2 h each and

gathered qualitative data and quantitative data in the form of surveys, field notes, video

recordings, tracking data, and system logs. During data analysis, we focused specifically

on participants’ collaborative coupling (in particular, collaboration tightness, coupling

styles, user roles, and task subdivision strategies) and territorial behavior. Our results both

confirm and extend findings from the previous tabletop and wall-sized display studies.

We could detect that participants tended to subdivide the task to approach it, in their

opinion, in a more effective way, in parallel. We describe the subdivision strategies for

both task conditions. We also detected and described multiple user roles, as well as a

new coupling style that does not fit in either category: loosely or tightly. Moreover, we

could observe a territory type that has not been mentioned previously in research. In our

opinion, this territory type can affect the collaboration process of groups with more than

two collaborators negatively. Finally, we investigated critical display regions in terms of

ergonomics. We could detect that users perceived some regions as less comfortable

for long-time work. The findings can be valuable for groupware interface design and

development of group behavior models for analytical reasoning and decision making.
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FIGURE 8 | Task subdivision strategies during the focus task: (Left) Different Documents Tightly, (Middle) Different Documents Loosely, (Right) Single Document

Tightly. The dots visualize positions of the cursors (top – participant 1, bottom – participant 2) during OpenTask-Events. Each line connects two consecutive events.

The participants who adopted the DDT strategy worked primarily in different display regions. Though they helped each other if needed and left fewer documents for

later. As a result, we can see a clear cut between the two areas. The participants who adopted the DDL strategy started similarly in different display regions,

communicated, however, not much and left many documents for later. Subsequently, after the participant met in the middle of the display, they switched sides and

continued to work loosely-coupled. Finally, the participants who adopted the SDT strategy worked tightly-coupled and opened documents alternately. As a result, the

visualizations of the OpenTask-Events of both participants complement each other.

FIGURE 9 | Task subdivision strategies during the overview task: (top-left) Different Documents Loosely – the participants started with two different IDs and worked

loosely until the end; (top-right) Single Document Tightly – participants worked at one connection at a time; (bottom-left) Different Documents Tightly – although the

plot is similar to one showing the Single Document Tightly strategy, the participants worked on two different connections at a time, yet very tightly; (bottom-right)

participants started with the Different Documents Loosely strategy, switched, however, to the Single Document Tightly in the middle of the task. The Y-axis represents

document IDs (from 1 to 140). The X-axis is a timeline (from 0 to 35 min). Every two dots with a line in between (blue – participant 1, orange – participant 2) visualize

what documents the participants connected at what time. The more significant the difference between IDs of two connected documents, the longer is a line.

• Group (similar to Scott et al., 2004): the entire display
represented a group territory during the overview task. The
participants worked loosely and tightly coupled within this
territory. In case of tightly coupled work, the territory had
regionmasters. Regions had a fuzzy vertical border somewhere
in the middle of the display. Region masters looked for
documents in their regions first.

• Storage (similar to Scott et al., 2004): storage territories were
represented by display units that do not contain participants’
pointers and do contain unprocessed questions.

• In-between: physical space between the participant and the
area on the display the participant was working. The
participants were very respectful of this territory and tried
not to overstep it. Often the participants indicated their
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FIGURE 10 | Participants’ movements during the focus and overview tasks: blue – the wall-sized display, yellow – the boundaries of tracking/working area, green and

red – participants’ movements. Groups 4, 7, 9, 10 had prior collaboration experience.

intention to trespass the territory through body signals, like
starting moving movement, but not moving. If the participant
saw that the partner received the signal (and showed no
objections/or even approved the intention), the participant
trespassed the territory.

Although the territorial behavior was not particularly salient—
probably due to the employed indirect interaction technique (Ha
et al., 2006)—we could observe that the participants were highly
sensitive to three territory types: personal territory, personal-
reserved, and in-between territory. Since the interface did not
allow for interaction on a display unit occupied by a question
window, the participants did not even try to work on display
units on those their partners were working. Such display units
were indicated either by a question window (personal territory) or
by a pointer (personal-reserved territory). Thus, we conclude that
explicit territories–territories implemented within a system–are
less sensitive to interaction devices and techniques, and possess
potential to lessen coordination workload.

We also could observe the effect of fixed-position data on
territoriality and user interaction. Fixed-position data in our
scenario required muchmore physical navigation (see Figure 10)
in the form of full-body movements (prevailed in the focus
task) or head movements (prevailed in the overview task) since
the participants had to process data in all display regions.

Moreover, participants could not set up a permanent territorial
environment since they could not move data assets. Instead, they
roamed in front of the display and used its physical features to
define territories. Thus, territoriality was extremely dynamic in
comparison to studies with floating data items (e.g., Scott et al.,
2004; Jakobsen and HornbÆk, 2014).

4.3.2. Critical Regions
One unique aspect of applications with spatial data is that users
must work on every display region that contains data. That
circumstancemight raise an issue of critical regions. For instance,
Azad et al. and Jakobsen et al. observed that users avoid lower
regions of the display, probably because it was uncomfortable to
interact with them (Azad et al., 2012; Jakobsen and HornbÆk,
2014). In our setup, we utilized a wall-display that includes very
high display regions (over 3.0 meters) as well as low display
regions (20 centimeters from the ground). We were curious to
find out the participants’ attitude toward these regions, so we
placed data in the highest and the lowest row as well to force
participants’ activities within.

At the end of each task, we asked participants if it was
comfortable to work in these regions. Only four participants
(after the focus task) and two participants (after the overview
task) found the lowest row uncomfortable. The participants
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named decreased legibility as the reason. Significantly more
participants felt uncomfortable toward the highest row: 12
participants out of 24 (after the focus task) and 8 participants
(after the overview task). The reason was the high physical
demand as participants must hold their head in an abnormal
position for a while. Some participants stated at the end that
physical demand decreased in the overview task since they only
had to glance at the highest row and not gaze at it for a long
time. Hence, we suggest using high display regions for explicit
territories that do not require users’ attention for a long time, e.g.,
storage territories.

5. CONCLUSION

We conducted an extensive study that targeted different task
conditions of co-located collaboration on a large, tiled-display
using smartphones for interaction. Observing participants, we
focused on collaborative coupling and territorial behavior, since–
in our opinion—there is still a lack of understanding of these
phenomena in the context of wall-sized display.

We investigated collaborative coupling regarding
collaboration tightness, coupling styles, user roles, and task
subdivision strategies. The study confirmed some findings from
the previous research and revealed new user roles and a new
coupling style that lies on edge between loosely coupled and
tightly coupled styles. Both findings are datatype independent
and might be generalizable to applications with not fixed-
position data as well. The findings are important for the design
of groupware systems and user interfaces. Ideally, the system
should be intelligent enough to recognize users work style and
appropriately adjust the interface (e.g., Sigitov et al., 2018a). For
that, researchers have to extract, categorize, and describe patterns
of user and group behavior (e.g., in the form of coupling styles
or user roles) in a way the system based on sensors’ data could
recognize them.

The study also revealed that putting users into a
collaborative environment does not automatically cause
close collaboration. More likely, users will search for task
subdivision possibilities (e.g., spatial or logical) and process the
sub-tasks in parallel. However, the tightness of collaboration
depends on other factors. In our study, for instance, we
detected that most groups with previous mutual collaborative
experience worked more tightly in comparison to other
groups, while lack of knowledge and uncertainty amplified
the effect. As a result, we suggest other factors for future
investigation: easiness of the task, and size of a shared
display in conjunction with fixed-position data, as well as
investigation of previous collaboration experience on group
coupling/behavior.

We observed different coupling styles than revealed in
previous research. However, we have to note that definitions of
these coupling styles do not manifest the essence of coupling
in enough granularity. Hence, we suggest utilizing user roles to
extend the coupling description.

Regarding territoriality, we observed some mitigation of
territorial sensitivity, probably caused by the employed indirect
interaction technique (Ha et al., 2006). However, we could

also detect that participants remained very sensitive to three
territory types: personal territory, personal-reserved, and in-
between territory.

The physical territory between the participant and the
working area on display increased coordination workload. Since
the tracking area limited the participants, and most of them
stayed at the posterior border of it, there was no way to circuit the
partner from the back. Thus, the participants had to coordinate
their work by employing expressions of intentions and short
agreements. Therefore, we suggest designing workspaces in a way
that do not inhibit participants from changing their locations,
especially if using handheld interaction devices.

We also suggest further investigation of another territory
type never mentioned in the literature before, namely temporary
abandoned territory. In this study, the participants had never
noticed this territory type since they emerge only if one
participant left the personal territory for tightly coupled work
within another territory. We assume, however, that this kind of
territory might have an adverse effect if the number of co-located
participants increases.

Finally, we found that the participants did not perceive all
display regions comfortable. The highest row of display units
caused physical stress by half of the participants once they had
to gaze at it for a while. In contrast, the lowest row did not cause
any problems, thus increasing valuable display real estate. It has
been shown though that with touch displays (e.g., Jakobsen and
HornbÆk, 2014), users’ frustration would instead increase, since
they would have to bow and crouch in front of the display to
interact within low regions. Sure enough, the task itself plays an
important role here. For instance, Von Zadow et al. showed that
in the gaming context users might have a positive attitude toward
the required physical effort (von Zadow et al., 2016).

We assume that changing the number of participants or
collaboration type will likely influence the results as well. Thus, in
the future, we will increase the number of participants. Moreover,
we are going to investigate co-located collaboration on a wall-
sized display in the context of the concrete task, namely game
level design, which is also based heavily on fixed-position data.
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